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Parallel Panel I: AI DISCOURSES IN THE NEWS MEDIA   
Thursday, June 6, 10:00 – 11:00 
Chair: Friederike Hendriks 

Room: HG E 1.2 

Visualizations of invisible technologies. 

How German print media illustrate articles on artificial intelligence 

Carolin Moser, Tabea Lüders, Melanie Leidecker-Sandmann 

Introduction 
Next year’s conference of the science communication division of DGPuK deals with the topic of 

generative AI. One of the proposed perspectives submissions may focus on is analyses of “public 
communication about generative AI in legacy media” (CfP). This perspective is what our 

submission follows. We ask, how six national print media in Germany illustrate articles on artificial 

intelligence (AI) and whether in their figurative representation of AI recurring visual frames can be 
recognized. 
 
Relevance 

We consider this question to be relevant as pictures are an integral part of journalistic reporting 
(Renner 2013) and as the visual is a central part of social construction of reality (Lucht et al. 2013). 

Although AI is expected to be more and more integrated into our everyday lives, public’s 
knowledge of AI is at best “patchy” (Nader et al. 2022), which is why images of AI may affect public 

perception of AI as well as expectations, fears or hopes about AI (Cave et al. 2018; Kong 2019). 
Although visual elements in media coverage have increased significantly since the 19th century and 
although research has shown that images are “powerful framing tools”1 (Rodriguez & Dimitrova 

2011), researchers complain the marginality of the image as a central research object (Grittmann & 

Lobinger 2011; Schnettler & Bauernschmidt 2018). 

 
Theoretical Background and State of Research 

Theoretically, our analysis follows the visual framing theory. Despite an increasing number of 
framing studies, the “question of how issues are framed through images that stand alone or 

accompany text has remained relatively under-researched” (Rodriguez & Dimitrova 2011). 
Visual framing is understood as a process in which specific images or aspects of images on a topic 
are selected, while others are neglected, which can imply a certain meaning or interpretation to the 

recipient (Geise & Lobinger 2015). 

While textual communication about generative AI in news media has already been analyzed (e.g. 
Kieslich et al. 2022; Ouchchy et al. 2020; Sun et al. 2020; Vergeer 2020), images of AI in news coverage 
were – if at all – only recorded as additions. We are only aware of a single conference proceeding that 

focuses on AI in news photographs in the U.S. and China (Kong 2019). Beyond that, to our knowledge 

there are only few studies that analyze (mostly fictional) visual AI narratives in literature and film 
qualitatively (e.g. Cave et al. 2018; Herrmann 2018; Xanke & Bärenz 2012). 

 
Method 

We have conducted a quantitative visual content analysis (according to Grittmann & Lobinger, 
2011) of illustrated German national print media coverage on AI between January 1 and December 
31, 2019. We chose 2019 as period of analysis because it was named the ‘Science Year of Artificial 

 
1 When textual and visual framing are in conflict, visual frames often win (Rodriguez & Dimitrova 2011). 
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Intelligence’ by the Federal Ministry of Education and Research (BMBF 2021). It can therefore be 

assumed that the topic of AI was considerably covered during this year. As news media titles, we 
chose six (leading) national quality newspapers and news magazines in Germany, namely: 
Süddeutsche Zeitung (SZ), Frankfurter Allgemeine Zeitung (FAZ), Die Welt (DW), taz, Der Spiegel, 

and Die Zeit. All illustrated articles during the analysis period that contained the keywords ‘artificial 

intelligence’ or ‘AI’2 in their headline or subtitle (focus on articles that cover AI as a main topic) were 
selected for analysis. Our search resulted in 225 news articles, of which 127 were illustrated (56%) 
with n = 150 images in sum (some articles contained more than one image). For each image we 

captured categories (e.g. medium, publishing date, department, image genre etc.) as well as 
content categories. Per image, several image subjects (human, robot, computer etc.) with multiple 

specifying subcategories could be coded, for example if an image shows a human and a robot at the 
same time, as well as one image topic (again with multiple subcategories; e.g. man as role model, 
international competition, etc.)3. The intercoder reliability values (two coders) for these variables 

ranged between 0.703-1 (Krippendorff’s alpha).  

Finally, a quantitative image type analysis according to Grittmann and Ammann (2011), which 

bundles all image subjects and topics with the same content, was used to identify visual frames in 
news media coverage. 

Results 
By far the most images of AI were published by the Süddeutsche Zeitung (n = 74), least by Der 

Spiegel (n = 7), most often in the economics department (29%), followed by the science 
department (18%) and feature sections (17%). The vast majority of AI images were photographs 

(67%), with illustrations the second most common (19%). Interestingly, AI is most often illustrated 
by pictures of humans (44%; see also Kong 2019), followed by robots (16%; however, only once or 

twice in Die Zeit, Der Spiegel and taz), computers (9%; relatively often in Der Spiegel), and cultural 
objects from arts, literature, or music (8%; relatively often in SZ and Die Zeit). Thematically, the 

images and associated articles most often dealt with specific applications of AI (29%) or portrayed 
human experts in AI discourse (25%). Novel AI inventions were also visualized relatively frequently 
(15%; e.g. smart home technologies). In sum, six visual frames were identified in news media 

coverage: potential uses of AI (43%; most often: taz, Die Welt, Die Zeit), hazard potential of AI (22%; 

most often: Der Spiegel), (international) competition (17%; most often: SZ, DW), cultural and 
artistic debate (6%; only DW, SZ), further development of AI (5%; most often: FAZ, taz), human role 

model (3%; most often: Die Zeit, FAZ, DW), and other (4%). Thus, news media coverage in 2019 

seemed to paint a relatively differentiated picture of AI, with potential benefits of AI for humans 
appearing to be more in focus than potential risks (see also Kong 2019). 
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AI coverage of legacy and alternative news media. Comparing framing and 

choice of sources 

Markus Schug, Helena Bilandzic, Susanne Kinnebrock, Lena Sedlmeier 

Artificial Intelligence (AI) is increasingly part of controversial societal and media discourses. 
As media coverage of AI technologies is “an important indicator of the central issues, actors, 
frames, and evaluations attached to a technology, and a critical arena where stakeholders 

negotiate future pathways for AI and its role in societies” (Brause et al., 2023, p. 2), it also became 
an important research object for communication scholars. However, existing studies of AI media 
representations often focus only on established legacy media while neglecting other influential 
communicators as well as comparative approaches (Brause et al., 2023). In this paper, we argue 

that current phenomena such as counter‐knowledge, alternative facts, the spread of 
pseudoscience (see Eslen‐Ziya, 2022; Marwick & Partin, 2022; Merkley, 2020) and a growing 
“hyperaccessibility of expertise” (Brubaker, 2021, p. 75) require research on AI media 

representations to include ‘alternative’ news media and compare them to legacy media. According 
to Holt et al. (2019), alternative news media “represent a proclaimed and/or (self‐)perceived 

corrective,” pretending to report or re-narrate news disregarded by “mainstream” institutions 
(Boberg et al., 2020; Holt et al., 2019, p. 862). By comparing, we seek to better understand the public 

discourse on AI and acknowledge the remarkable role that  alternative news media can play in some 

people’s media repertoires on societally relevant topics (Viehmann et al., 2020). 

We expect alternative news media to contradict the AI coverage of legacy media regarding 

framing and choice of sources (Bingaman et al., 2021; Chuan et al., 2019; Fast & Horvitz, 2017; 
Nisbet, 2009; Strekalova, 2015; Vicsek, 2011). We first ask how AI coverage in legacy and alternative 
news media differs regarding risk and benefit framing (RQ1a) and the respective framing of time 

horizons (RQ1b), expecting alternative news media to focus more on risks than on benefits of AI 

and to frame societal consequences of AI rather in immediate than in distant future time horizons. 

Second, we ask in how far AI coverage in legacy and alternative news media differs regarding the 

choice of sources (RQ2), assuming that alternative news media use other sources than legacy media 

to substantiate their assessments. 

We conducted a qualitative thematic content analysis (Kuckartz, 2018) of news articles 

derived from exemplary German legacy (Der Spiegel, Die Welt, Die ZEIT) and alternative news media 
(Junge Freiheit, NachDenkSeiten, Epoche Times, Tichys Einblick, Rublikon, Compact, Telepolis). Both 

legacy and alternative media contain publications of divergent political  positions (left- and right-
leaning). The sampling was carried out in the spring of 2022, before ChatGPT went public. The 

sample covers a period of one year (2021), leaving us enough margin to build artificial weeks 
balancing seasonal fluctuations in media coverage (Frost & Carter, 2020). We used broad keywords 

(German translations for “AI”, and “Artificial Intelligence”) to scan the results for relevant articles 

focusing on societal influences of AI. We designed four artificial weeks (legacy media: half year I, 
half year II; alternative news media: half year I, half year II), with each week consisting of 24 articles 
representing four articles per journalistic day unit (Monday–Friday, weekend). Due to smaller 
fluctuations regarding periodic  publication in alternative news media, N = 93 articles were included 

in the final sample. According to the technique suggested by Kuckartz (2018), we first determined 
main categories from the literature (deductive step) and used them to perform initial coding of the 
material. The  text parts collected within those main categories were then split into subcategories, 

leading to a refinement of the category system. In a final coding step, the differentiated category 

system was used for a renewed coding of the entire material. 
Results suggest that for RQ1a, risk framing is much more present in alternative news media 

as they address a broader spectrum of possible areas of societal AI risks and misuse. Likewise, in 

their AI reporting, alternative news media emphasized concerns associated with concepts such as 
'posthumanism' or 'transhumanism' as well as conspiracy theories such as an AI-induced 'Great 
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Reset'. Benefit frames, on the other hand, were more present in the reporting of legacy media, which 

often – albeit cautiously and under certain conditions – referred to the potential of AI, e.g., in the 
context of space research or general natural sciences. Both forms of media framed AI in their 
coverage predominantly in the “distant” time horizon, with alternative media tending to emphasize 

future threats and possible AI dystopias, and legacy media, again,  being cautiously optimistic 

emphasizing the social and economic potential of AI (RQ1b). Regarding RQ2, we found that legacy 
media predominantly used scientific studies and industry reports as content references. 
Conversely, alternative news media frequently relied on articles of legacy media, re-framing and 

criticizing their contents. Additionally, they used a great variety of other sources including dystopian 
novels or YouTube videos to enrich their critique. 

In summary, alternative news media, in a way, produced a counter‐‘mainstream’ AI 
coverage, augmenting the discourse on uncertainty, doubts, and confusion regarding AI, and 

additionally undermining professional accounts in legacy media. Moreover, audiences exposed to 
both sources may perceive a deep societal discord regarding AI. In the discussion, we will elaborate 
on such possible implications of our results for audience views regarding public perceptions of AI 

more in detail. 
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Politicisation and polarisation on an industry-shaped ground: Public 

discourse and actors around AI in the French press and social media (2012-

2022) 

Panos Tsimpoukis, Nikos Smyrnaios, Pierre Ratinaud 

Ever since the launch of ChatGPT, there has been a tremendous buzz in the public sphere regarding 
the applications of artificial intelligence (AI), the potential risks it poses to society, and the 
advantages it offers. Nevertheless, the public debate surrounding artificial intelligence has begun 
many years prior (Crépel & Cardon, 2022). A very large part of the discourse around artificial 
intelligence seems to revolve around the threats and promises that this technology brings to 

society (Shaping AI, 2023). In order to delve further into this question in the particular context of 
France, we conducted research through a robust method (Smyrnaios & Ratinaud, 2017) including 
lexicometric and network analysis of 24.055 articles from national and regional press and 3.599.000 

Twitter posts mentioning artificial intelligence during the period 2012-2022. Our results reveal 

political polarisation around facial recognition technology, dominance of AI companies in social 
media discussions, but also a major shift in the discourse and the key actors debating around this 
technology during the period of 2017-2018. 

 

In the French press, this shift coincided with the announcement by Emmanuel Macron of the 

“France AI” strategic plan, which aimed to support the development of artificial intelligence in 

France, foster a startup-friendly environment, and introduce regulations for the technology's 
development. Since the announcement of this plan in 2018, we have observed a striking increase 
in the number of articles in the press. Notably, new topics have gained prominence, such as the 

geopolitics of artificial intelligence, discussions about BATX (Aidu, Alibaba, Tencent, Xiaomi) - 
which are the Chinese counterparts to GAFAM-, artificial intelligence as an economic driver for the 

country, data protection, and funding allocated to create an environment conducive to the 
development of artificial intelligence. This shift in discourse followed statements by leaders of 

major countries in international economic forums, highlighting the pivotal role that artificial 

intelligence is expected to play in the future (Bareis & Katzenbach, 2022). In order to explore which 
AI actors were mentioned in the articles along time, we applied the Named Entities Recognition 
(NER) process with a view to extract all the person and organization entities. Our results show that, 
although during the period 2012-2015 the Big Tech companies dominated in the discourse, from 

2016 onward, two other main poles appear: French government actors and French AI ecosystem 
actors - the defense industry included. The presence of these actors is strengthened after 2020, 
along with a distinct pole of European stakeholders, linked to the EU efforts to draw up regulatory 
frameworks on AI. 

 

On X (formerly known as Twitter), concerns such as “transhumanism” and potential dangers like 
autonomous weapons or algorithmic bias began to receive significant attention from 2016 
onwards, shortly after scientists began warning of the potential dangers of artificial intelligence 
development. However, the substantial change in 2018 was the widespread appearance of 

lobbyists, marketing specialists, consultants, influencers and think tanks who shifted the focus 
towards marketing AI solutions, applications of AI in healthcare, and the promotion of conferences 
and discussions about artificial intelligence. After 2020, we observe likewise the emergence of 

actors from the defense sector and from the AI ecosystem of Africa. The aforementioned actors are 

not limited to sharing news about innovation in AI, but also disseminated news articles related to 
the ethics and stakes of artificial intelligence development. These findings imply that the AI 
industry remained dominant not only in the press discourse (Brennen et al., 2018), but also in 
digital arenas. 
Nevertheless, from 2021 onward, we observed a polarisation both in the press and on Twitter, with 
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the entry of new actors criticizing facial recognition. This criticism was linked to the Global Security 

Law, voted in 2021, which allowed police live-feed access to body cameras and drone footage. The 
concern centered on the possibility that the collected images could be processed using facial 
recognition software. On Twitter, this criticism involved left-wing actors and political parties, far-

right actors and political parties, and conspiracy theorists, while in the press, for the first time, the 

names of opposition politicians were frequently mentioned in articles about artificial intelligence. 
 
Our results indicate that criticism of artificial intelligence became more grounded in actual 

applications of this technology, much later than when AI-related policies were initiated by the 
French state and considerably after the lobbyists had established their presence in the digital 

public sphere. Given that different stakeholders have an interest in shaping the AI-related debates 
to their advantage and steer public attention in directions that benefit them (Richter et al., 2023), 
and that lobbying may have played an important role in shaping the regulatory frameworks AIDA 

(Artificial Intelligence in a Digital Age) and AI Act (Schyns, 2023), we argue that our findings could 

give further insight on how different actors may have influenced the discourse around artificial 

intelligence over a time period of ten years. 
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Developing quality criteria for AI reporting: a modular design for journalism 

practice and science communication  

Tobias Kreutzer, Marcus Anhäuser, Holger Wormer 

Sparked by the disruptive potential of large language models such as ChatGPT, DALL-E and 

Midjourney, generative AI as a public topic has seen a “meteoric rise” (Schäfer, 2023) from   the end 

of 2022 on. The current boom in reporting on AI topics has been accompanied by discussions about 
how AI applications can and should be used in journalism and communication (Graßl et al., 2022; 

Stray, 2021). Media practitioners have reacted by publishing guidelines on the editorial use of AI 
(Becker, 2023), including Reporters Without Borders, the German Press Agency (dpa) and Der 
Spiegel. 

Although first field surveys of AI media representations raised awareness of the dominance 

of “affirmative positions” towards AI in media coverage as well as a potentially  distorting media 
focus on “established, institutional and often economic stakeholders” (Brause et al., 2023, p. 272), 

an equally fundamental debate about how journalists should critically report on topics and 

applications based on artificial intelligence and what criteria  determine the quality of good AI 

reporting is still missing. The UNESCO handbook on “Reporting on Artificial Intelligence” (Jaakkola, 
2023) mostly addresses specialized communicators who intensively research AI topics. So far, there 
has been given little attention to non-specialist journalists outside of technology departments who 

soon will be dealing with AI applications more often. As a rare example, a white paper by the AI + 

Automation Lab of German broadcasting company Bayerischer Rundfunk identifies “Blackbox 
Reporting” as a challenge for journalists covering AI. 

Developing topic-specific quality criteria for AI reporting 

AI applications affect various aspects of life and society, posing a particular challenge: Medicine, 
business, social life, politics, sport – journalists confronted with AI applications touching on “their” 
areas hardly possess the knowledge of a specialized technology journalist. In our project we 
therefore want to develop quality criteria for AI reporting, which provide orientation to various 

professional profiles in the field. Building on widely accepted general quality criteria for journalism 

(e.g. Meier, 2019), international science communication researchers have contributed to a growing 
body of work on the operationalization of topic-specific quality criteria for science journalism, 
which are necessary for an in-depth-understanding of particular topics. Such specific criteria – for 

example adapted to environmental and health journalism – provide journalists with more exact 

research questions especially relevant to certain topic areas. Starting with a focus on  health and 
medical journalism (Schwitzer, 2008; Wilson et al., 2009) the research field has produced follow-up 
work taking into account both the heterogenous field of science communication actors and the 

field-specific differences in science journalism quality (e.g., Lilienthal et al., 2014, Rögener et al., 
2015, Anhäuser et al., 2020). The resulting criteria catalogues work as practice tools for research 
and critical reporting in journalistic day-to- day work. They are characterized by a modularization 
into general journalistic, general science journalistic and discipline-specific (e.g. medical, 
environmental) journalistic aspects. The criteria include evaluation categories such as the 

“classification of the level of evidence”, the “mentioning of possible side effects” or the 
“mentioning of conflicts of interest” in a given article. 
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Based on these approaches, we are developing a set of criteria that will help non- specialist 

journalists and communicators ask topic-specific critical questions and research fundamental 
aspects of applications based on artificial intelligence and machine learning. This seems necessary 
as AI-based applications have started to affect all areas of society, which means that journalists 

from all departments increasingly encounter such AI-based applications in their reporting.  

Our criteria should also help to determine the journalistic quality of AI coverage and  engage 
in constructive media monitoring. Our methodology follows the development process of the 
catalogues for environmental and nutrition reporting mentioned above. We  first surveyed the field 

through a structured inventory of research as well as practical literature to identify existing 
recommendations for AI reporting. A first literature review could not identify any systematic 

approaches to developing quality criteria for reporting on AI topics: The existing literature is 
dominated by (few) general works on the content and evaluative tone of the reporting (e.g. Vergeer, 
2020; Brantner & Saurwein, 2021). At least the discourse about “algorithmic accountability 

reporting” (Diakopoulos, 2014) as a complex and often investigative form of reporting has 

produced recommendations for journalism practice that can be used as a starting point.  

We are currently testing the transferability of single modules from the criteria lists 
mentioned above. Two block seminars with a total of 36 participants already set the frame  for the 
co-productive development of AI reporting criteria between journalism students and AI experts. In 
parallel, we reach out to AI scientists from various fields of computer science and statistics for 

qualified and constructive assessments of frequent deficits in journalistic reporting on AI 
applications. We are, however, aware that the experts' expectations do not necessarily have to be 

realistic with regards to journalism practice. To test the practicability of proposed criteria and 
foster further acceptance, a broader journalistic focus group is included in the process. A survey 

among journalists specializing in AI coverage will ask about aspects particularly important for AI 
reporting. Finally, the results of the seminars and expert surveys are compiled into an applicable 

catalogue of criteria. 
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Promoting quality communication of AI: insights from an AI research project 

Alessandra Fornetti, Ilda Mannino, Folco Soffietti 

Discussion of Artificial Intelligence (AI) has increased sharply since 2009 with both optimistic and 

pessimistic views. In recent years many specific concerns related to AI advancements (e.g. ethics, 
negative impact on job availability, misinformation, inequalities) have been growing (Fast & Horvitz, 
2017).  
We outline a science communication research agenda built around three key questions emerging 

from the discussion: What is the role of AI researchers in promoting a reliable, trustworthy, and 

effective communication of AI? What are the elements in AI communication strategies that can 
support a constructive engagement with AI? How can quality communication of AI support the 
current debate on science communication, especially in relation to scientists’ engagement? 
This paper uses the MUHAI project – a highly-technical research project on Human-centric AI, 

involving renowned AI scientists4 – as case study to investigate the three research questions above. 

Results are drawn from direct interactions with AI scientists involved in the project, data  related to 

the project communication activities, and existing literature on the topic. 
Interviews with key actors, and specifically MUHAI researchers provide relevant insights to  define 
how to promote quality communication of AI. With specific reference to the role of AI  researchers, 

the objective is to understand: 

a) AI researchers’ understanding of the role of public communication to support the impact of their 
research and influence how societies respond to technological advances; 

b) if and how the experience in communicating MUHAI’s research has changed AI researchers’ 

awareness of the role of communication for end-users and society; 

c) how scicommers can support AI researchers in communicating AI. 

Based on the above, three main aspects on quality AI communication emerge and are  described in 

the paper: 

1. AI researchers can play a crucial role in enhancing the understanding of AI and its 

implications through public communication, thus making evident the value and the 

impact that AI can have on society (The Royal Society, 2020). AI researchers are however 

not always aware of the importance and role that a quality communication of AI can 

have on society. Moreover, they do not often feel confident also due to their lack of skills 
(Mannino et al, 2021). As a consequence, they do not engage in public communication 
activities that could, instead, bring a benefit to their own work, to the AI field as a whole, 
and to society. 

2. Art is a positive and highly-engaging lever for involving non-experts in AI discussion, 
both on digital media and on the traditional press. As such it can be an effective way to 
reach directly the wider audience and to attract both journalists and scientists from non-
AI specific disciplines. The MUHAI project opened up a practice-based reflection on the 

display and communication of AI in its ethical, poetic, and historic aspects, despite being 

a relatively young technological innovation. 
3. The visual communication of AI constructed on the depiction of science fiction 

characters, robot-like, in cold, blue colors shape the public perception of AI, which, most 
of the time, prompt a pessimistic narrative (Brauner et al, 2023). Similarly, the language 

used in AI research domain is often taken from the everyday vocabulary (e.g. 

understanding, meaning, memory…): if, on the one side, this brings AI closer to reality, 
on the other it possibly augments lay people’s perception of AI as a substitute for 
humans. It thus risks to increase the  distance between researchers and citizens, pushing 

them to take a further step back from understanding AI. 

 
4 Luc Steels, scientific coordinator of MUHAI project, is EurAI Distinguished Service Award 2022 
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The results of the analysis of this specific project are seen as a starting point to help shaping a wider 

research agenda on AI communication for the current science communication landscape. They also 
contribute to understand how the debate on AI communication support the ongoing discussions on 
the role of researchers and research institutions (e.g. training, reward) as it also emerged from the 

Concluding Statement of the recent PCST Venice Symposium. 
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Systematic review of strategies for science communication to mitigate mis- 

and disinformation 

Christian Schuster, Andreas Scheu 

The question of how contemporary societies can and should deal with mis- and 
disinformation is rapidly gaining importance (Adams et al., 2023; Borges Do Nascimento et al., 2022; 
Ecker et al., 2022). Particularly, the advancing changes in our media ecosystems and the current 

establishment of generative artificial intelligences (AIs) contribute to this development (Passanante 
et al., 2023; Powell et al., 2022; Zhao et al., 2023). Science communication efforts that address mis- 
and disinformation are increasingly understood as part of the solution to the infodemic challenge. 
This is not only indicated by the rapid growths of respective scientific evidence (Lazić & Žeželj, 2021; 

Passanante et al., 2023; Peng et al., 2023). It is also reflected by programs of German political parties, 
university development programs, and statements of political decision-makers in interviews 
(Anonymous, 2023). 

Our contribution pursues the question of how science communication can and should 
respond to mis- and disinformation. A particular focus will be on the role of generative AI. On the one 

hand, AIs themselves can create and transport dis-/misinformation (De Angelis et al., 2023; Godulla 
et al., 2021; Spitale et al., 2023). On the other hand, artificial intelligences can also provide targeted 

information about current questions and uncertainties of recipients and thus counteract 

misinformation (Passanante et al., 2023; Spitale et al., 2023). Thus, generative AIs both challenge 

and offer new opportunities for science communication in dealing with dis- and misinformation. 

In this context, we pose two questions: 
RQ1: How can the research field "science communication to mitigate dis-/misinformation" be 
characterized and structured, and what role does the engagement with communicative AIs 

play? 

RQ2: How can and should practical science communication deal with dis-/misinformation and 

what role does AI play in this respect? 

 

Methods 

From November 2023 to March 2024 we are conducting a systematic review of 188 

interdisciplinary and international research articles. We searched the databases Communication 
and Mass Media Complete, PubMed, Scopus, and Web of Science. The search string is summarized 

in Figure 1.  
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The systematic review follows the Cochrane approach (Higgins et al., 2019). Our review 

deviates in some points to meet the specific requirements of social science research, such as the 
relatively low standardization of published studies and the conceptual and methodological diversity 
in the interdisciplinary research field. Also, for resource reasons, we deviated from the consistent 

four-eye principle during screening and controlled screening on a sample basis (approx. 10% of the 

articles). 
Of the recorded 1,978 hits, we selected 188 studies for analysis based on our selection 

criteria. The studies were evaluated using the review management software NACSOS5 (Callaghan, 

2021). For further analysis, only English and German peer-reviewed empirical studies that document 
their methodological approach were included. On a content level, articles were considered that 

discuss the possibilities and limits of science communication to mitigate dis- and misinformation. 
Our evaluation strategy proceeds in two stages. In the first phase, we consider the entire 

literature (n = 188) based on a quantitative content analysis (Staender & Humprecht, 2023) and 

automated evaluation. Variables include first author, regional focus, method(s), and content focus. 

At the same time, topic modeling methods are used to identify clusters within the research field 

(Maier et al., 2018). 
In a second phase, the selected studies are evaluated more in-depth qualitatively based on 

research categories (Scheu, 2018) with regard to RQ2. We selected studies that explicitly discuss 
options for science communication to mitigate mis- and disinformation. We differentiate preventive 

measures (e.g., proactive refutation of common misinterpretations), indirect preventive measures 
(e.g., promotion of resilience), and reactive measures (e.g., debunking). Our conference talk focuses 

on opportunities and challenges of generative artificial intelligences in this context. 
 

Results – Outlook 
The earliest studies in our corpus have been published in 2003; since the end of the 2010s, 

there has been a noticeable increase in publications. The focus of publications is on the topic of 
misinformation (n = 135), while disinformation is addressed in 28 studies. Thematically, the studies 
primarily deal with the communication of scientific evidence in the context of dis-/misinformation 

about societal health risks (mainly Covid, pandemic), and climate change. Methodologically, 

experiments (n = 46), reviews (n = 36), qualitative interviews (n = 25), and quantitative surveys (n = 
22) were conducted. 

Studies also discuss explicit options for science communication. Both direct preventive 

measures, such as the proactive communication of counterarguments to common 
misinterpretations (n = 89), and indirect preventive measures, for example, "prebunking" or 
"inoculation" strategies (n = 25), are examined, as well as reactive measures (e.g., debunking; n = 

81). We differentiate the results with regard to dealing with dis-/misinformation in general and 
specifically in the context of generative AI. 

The conference talk will discuss the state of research for concrete strategies of science 
communication in order to prevent and counter dis- and misinformation in the age of artificial 
intelligence (Schäfer, 2023). 
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Generative AI in science communication research: The sociotechnical 

imaginaries informing in the fields’ journal and publisher authorship policies 

Michelle Riedlinger, Marina Joubert, Peta Mitchell 

In early 2023, Springer Nature, the World Association for Medical Editors (or WAME) and the 

Committee on Publication Ethics (or COPE) released statements about using AI tools in academic 
publishing. Major academic journal publishers including Elsevier, Sage, and Taylor and Francis have 

also created policies that prohibit listing Generative AI tools, such as ChatGPT as an academic 

author, and require authors to document their use of these tools in the Methods or Acknowledgment 
sections of their manuscripts. Researchers and commentators predict that some of these policies, 

may have been hastily constructed or will be overturned as new developments emerge (Hufton, 
2023). 

As leaders in the technology engagement space, science communication researchers have 
important roles to play in guiding academic authorship debates and policies for the field. On the one 
hand, researchers recognize the relevance and potential of AI (Schäfer 2023), particularly 

“communicative AI” (Guzman & Lewis 2020: 79; Hepp et al. 2022) for producing novel outputs, 
shaping commentary for different audiences, and enabling interactive exchanges. However, the lack 

of transparency and explainability, systematic biases, data privacy and protection, maintaining the 
quality of scholarly work, and accountability and liability issues (STM, 2021; Wen and Wang, 2023) 

are critical considerations for science communication. 
This study aims to inform debate on the impact of AI technologies on the broader science 

communication ecosystem by investigating the sociotechnical imaginaries embedded in the 

policies of journals and academic publishers serving science communication research communities. 
Science communication researchers publish in academic journals dedicated to the broad field of 
science communication, including ‘Public Understanding of Science’, ‘Science Communication’, 

‘JCOM’, and ‘International Journal of Science Education, Part B’. Other journals feature content 
relevant for science communication researchers, including those devoted to health and 

environmental communication, multi-disciplinary journals such as PLOS One and PNAS, and 
discipline-specific journals in fields such as climate change, health and conservation. 

In this study, we are identifying relevant scholarly journals for the science communication 

by gathering relevant science communication research articles published in 2023. We are using 
academic database searches (including Scopus, DOAJ, and the Web of Science) and searching for all 

English-language research articles published in peer-reviewed journals since 1 January 2023 that 
contain on or more of the following terms in the title, abstract, keywords or body of the article: 

‘science communication’; ‘communicating science’, ‘public engagement with science’ or ‘public 
understanding of science’. This search has delivered 2,520 items up to 3 December 2023. We will add 
new research articles up to 31 December 2023 so that we have data for a full calendar year. 

After identifying the number of published articles for each academic journal and ranking the 

journals for relevance and quality according to the SCImago Journal & Country Rank (SJR), we will 

determine if these journals (and/or their overarching publisher) have a published authorship policy 

or guidelines that address AI authorship. 
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Taking inspiration from work focused on sociotechnical imaginaries (Jassanoff 2014), and 

contested AI social imaginaries (Cave, Dihal, and Dillon 2019) in particular, we will examine the 
prescriptions and proscriptions embedded in these policies and the ways that science 
communication authorship is imagined. We are particularly interested in authorship policy 

responses that move beyond the risk management framings of early position statements and 

policies, and those that might inform and generate rigorous debate, and more nuanced 
understandings within our field. 

Important questions for discussion at the conference include: how approaches to the 

academy’s “third mission” of science communication practice might reflect and reinforce these 
academic authorship policies and the imaginaries informing them (considering ethics, risk and trust 

issues, for example); how these Generative AI authorship policy imaginaries might support or 
discourage more dialogical research engagement at scale and encourage or discourage citizen or 
community science and participatory science communication efforts beyond communities with a 

keen interest in science. 
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Negotiating AI as a sociotechnical phenomenon: Competing imaginaries of AI 

by stakeholders in the US, China, and Germany 

Vanessa Richter, Christian Katzenbach, Jing Zeng  

Utopian and dystopian visions regularly dominate the public discourse on artificial intelligence (AI) 
(Cave & Dihal 2019). These normative debates around AI repeatedly revolve around the 
relationship between humans and machines, but increasingly also around how AI (re)consolidates 

existing discrimination and social inequalities. In these debates, we need to understand AI not just 
as a taken- for-granted object of science communication, but more importantly as a notion and 
sociotechnical phenomenon that is an object of negotiation. While AI is now routinely treated as 
self-evident (Suchman 2023), it is still very much under formation as a sociotechnical phenomenon 

itself, with public perception and discursive framing having considerable influence. 
 
This paper builds on the concept of imaginaries to study how AI is being negotiated between 

stakeholders in the US, China, and Germany – and thus to “trace its sources of power and to 
demystify its referents” (Suchman 2023, p. 1). The early sociological work on imaginaries has 

highlighted the role of perceptions, discourses, and future visions in the complex interactions and 
negotiations of co-constructing technological developments (Anderson, 1983; Taylor, 2003). More 

recent work on sociotechnical imaginaries (SI) (Jasanoff & Kim 2009, 2015) as ”collectively held, 

institutionally stabilized, and publicly performed visions of desirable futures, animated by shared 

understandings of forms of social life and social order attainable through, and supportive of, 

advances in science and technology“ (Jasanoff, 2015, p. 4) enables the reconstruction of the 
multiple, contested and often commodified (Mager & Katzenbach 2021) discursive negotiations 
between different actors in processes of technological development and its integration into 

society. In a more concrete form (Richter et al. 2023) it offers a constructive framework to question 

the role of different stakeholders in shaping imaginaries around AI as well as the often-contentious 

negotiation processes around different desirable future developments on AI innovation and 

application. 

 

This paper addresses producers and proponents of AI-related communication, based on 

interviews with AI experts in industry, government, academia, media and civil society from 
three countries USA, Germany, and China. While a number of studies have analysed national, 

industrial, and political visions of digital media and automation (Felt & Öchsner, 2019; Mager,2017), 
there is a lack of research analysing the negotiation of imaginations on potential futures of AI 

between stakeholders in the actual field of AI development. Additionally, there is often a strong 
focus on national comparison when considering different perceptions because national 
perceptions are closely  associated with funding and the regulation of new technologies such as AI. 

However, national perception is not a homogenous and monolithic point of view but rather a 

heterogeneous and controversial discursive construction process. Against this background, this 
paper examines the imaginaries of different stakeholders in the field - industry, government, 
academia, media and civil society - in three leading countries in AI development and debate: the 

USA, Germany, and China. 
 

The data collection is based on semi-structured interviews (15-20 per country) with AI 

experts  from the mentioned stakeholder groups for each country. The transcribed interviews 
were analysed employing both situational analysis (Clarke, 2019) and critical discourse analysis 
(Wodak, 2015) to map the relational development of imaginaries across stakeholder groups as well 

as major emerging imaginaries on AI. By considering the situational aspects of imaginary 
development, we are able to map controversial discourses on AI impacting future visions of the 
technology and its perception. The analysis highlights that the negotiation of AI imaginaries does 
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not necessarily take place in uniform ways across all stakeholder groups as (1) the US discourse 

can be mapped across several geographic AI centres, (2) while the German dataset revealed a focus 
on EU policy compliance and geographical distributions by stakeholder groups that led to 
localised AI imaginaries being foregrounded. Lastly, (3) the Chinese data emphasised a congruence 

with party policies minimising local specificities in the AI discourse. Moving beyond specific 

stakeholder groups to question the processes of national and international negotiation on future 
AI imaginaries reveals relevant intersections of imaginary building as well as the political and 
socio-technical agendas forming and disrupting current trajectories. 

 
The analysis thus offers key results for understanding how AI as an object of (science) 

communication is actively negotiated between powerful stakeholders, based on data from 
the US, China, and Germany. As a result, the paper makes visible how discourses and strategic 
activities of stakeholders condense into widely shared sociotechnical imaginaries and shape 

global and local technical and social developments. The debate around AI plays a decisive role in 

shaping the future design of AI systems and their integration into social sub-areas and individual 

everyday life in times of profound automation. 
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Visions of AI in the public eye: Comparing News Coverage in China, Germany, 

and the U.S. (2012-2021) 

Jing Zeng, Daniela Mahl, Saba R. Brause, Mike S. Schäfer  

Introduction 

Artificial Intelligence (AI) plays an increasingly important role in today’s societies, holding the potential 
to reshape entire sectors such as economics, education, and healthcare. As AI rapidly integrates into 
our daily lives, its potential risks and benefits are increasingly being discussed: While the 
technology’s efficiency-enhancing potential has been strongly emphasized, AI-driven applications 

such as facial recognition have sparked public controversies. News media play a pivotal role in this 
regard: They raise awareness of the technologies’ potential, societal implications, and ethical 
concerns, foster informed discussions, and help shape public attitudes toward and engagement with 
AI. Moreover, news coverage can drive public awareness, prompting government actions to align AI 

development with public values and interests. While the trajectories of discourses on AI vary across 

different cultural, political, and social contexts, previous research has predominantly focused on 
individual countries, primarily in the Global (English-speaking) North (Brause et al., forthcoming). 

Taking into account geo-political specificities, this study takes a cross-national comparative approach 
to map and analyze media constructions of AI through news coverage in China, Germany, and the 

United States (U.S.) over a ten-year period (2012-2021). 
 

Theoretical Framework 
This study builds on the concept of sociotechnical imaginaries, which refers to 'collectively imagined 

forms of social life and social order reflected in the design and fulfillment of nation-specific scientific 
and/or technological projects' (Jasanoff & Kim, 2009: 120). Sociotechnical imaginaries evolve over 

time in response to technological advancements, cultural shifts, and societal changes, underscoring 
the significant influence of publicly shared visions of communities on technological developments 
and the unpredictability of technology in shaping society. Using sociotechnical imaginaries as a 

theoretical lens allows us to comparatively assess the specificities of national and transnational 

discursive constructions of AI in a longitudinal research design. In addition, it allows us to assess 
who gets to shape these imaginaries of AI in the Chinese, German, and U.S. newspapers (cf. 
Gerhards & Schäfer, 2009). Guided by this theoretical framework, we propose the following 

research questions (RQ): 

 
RQ1: How does the discursive construction of AI in the news media differ between China, Germany, 
and the U.S.? How does this change over time? 

RQ2: To what extent do these three countries project different or similar imaginaries of AI through 

news reporting? Who contributes to the construction of these imaginaries?  

 
Research Design 
Drawing from a dataset comprising over 9,000 articles published in 15 leading national newspapers 

across China, Germany, and the U.S. from January 2012 to July 2021, this study employs 

computational content analysis alongside comprehensive qualitative investigations. To identify cross-

lingual topic patterns, we performed multilingual topic modeling using BERTopic (Grootendorst, 2022). 
This technique exploits the capabilities of pre-trained transformer language models to generate 

document embeddings. To fine-tune the topic representation, Llama2—an open-source large 

language model developed by Meta—is used. More specifically, time series and sentiment analysis are 
used to compare the salience and tensity of public discourses across the three regions over time (RQ1). 
An in-depth qualitative comparison of publicly shared imaginaries of AI (RQ2) complements these 
analyses. This approach helps to contextualize and explain the distinct patterns in the discursive 

construction of AI in the three regions. The qualitative approach primarily entails a hybrid deductive-
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inductive thematic analysis (Feredey & Muir-Cochrane, 2006). 
 

Results 

The study reveals considerable differences in the salience of topics across the three countries, with 
the most extensive coverage in China, followed by Germany, and the U.S. It also demonstrates that 
health-, policy-, and technology-related topics are most prominently discussed in China, while societal 

impacts and risks of AI are more prevalent in German and U.S. media (see Figure 1). Over time and 

across countries, news coverage about the societal impacts of AI has become less salient, while 
regulatory issues are taking up more space (see Figure 2). The sentiment analysis shows that U.S. media 
coverage of AI is generally more positive, while German media coverage of the technology is more 

negative. Especially with regard to the social impacts and risks of AI, there is comparatively negative 
coverage in Germany, while in the U.S., developments in the technology sector are discussed in a 

positive light. Chinese media are comparatively neutral on the identified topic groups. 

The qualitative analysis demonstrates that even within topics, crucial differences in AI-related 
imaginaries can be found across countries. For example, in the healthcare context, AI is imagined to 

improve healthcare provision in all three countries. While U.S. coverage emphasized the health-related 
visions of private sector tech companies, Chinese newspapers focused more on speakers from the 

public sector, and German newspapers included the imaginaries of patients and NGOs. 

Figure 1. Prevalence of topic groups 

Figure 2. Evolution of topic groups over time 
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Contribution 

This paper is one of the first to provide a comprehensive cross-lingual analysis of AI-related news 
discourses in China, Germany, and the U.S. Conceptually, the study contributes to advancing the 
theorization and operationalization of sociotechnical imaginaries in the context of AI. 

Methodologically, the study demonstrates how computational analysis and qualitative research 

can be utilized in conjunction to identify and make sense of discursive patterns in public 
communication technologies in a transnational context. 
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Restructuring social science communication in social media: An ethnographic 

study on the influence of algorithmic imaginaries in content creation 

Clarissa E. Walter, Anne K. Krüger, Sascha Friesike 

Theory and Research Question 
Research in science communication is concerned with how recommendation algorithms on social 
media impact content visibility (Hoang, 2020) and thus influence content creation (Weingart, 2017). 

However, there is a lack of empirical research on how exactly recommendation algorithms affect 
content creation in science communication. This paper seeks to address this gap by offering 
empirical insights from an ethnographic study. In this paper we explore how “digital experts” 
perceive algorithms and how they translate “algorithmic imaginaries” (Bucher, 2017) into 

requirements that affect content creation. In this sense we draw on the analysis of “actual practices 
surrounding algorithmic technologies” (Christin, 2017, p. 1). 
We argue that it is precisely the “sense-making” surrounding recommendation algorithms that 

profoundly affects content creation in science communication. In more detail, we examine the 
consulting practices of "digital experts" and delineate three requirements that they derived from 

algorithmic imaginaries: (1) Include diverse audiences, (2) Address user needs, (3) Persuade first, 
explain later. 

 

Case 

The article examines an 18-month long format development and production process of a YouTube 

channel communicating social science theories (Lewis et al., 2023). 
The video channel and its content is co-produced by a German public broadcaster and a team of 
academic social scientists. The authors explored the collaborative content creation between the 

broadcaster’s “digital experts” who claim authoritative knowledge on recommendation algorithms, 

and the academics, who assume responsibility for both editorial work and video moderation. 

 

Data and Methods 

In order to gain insights into the production process, the first author has conducted an ethnographic 

study from January 2022 to July 2023 while actively participating as one of three academics in the 

project. Such an ethnographic approach is particularly adept when examining work practices 
surrounding algorithmic technologies (Pinch & Bijker, 1984; Seaver 2017). During the fieldwork, the 

first author was able to capture the manifold stages of content creation and optimization, where 
imaginaries of algorithms played a pivotal role. Our data includes field notes from around 1200 hours 

of observation, including 36 full days of production in the broadcaster’s studios as well as detailed 
documents of collaborative script writing, post-production, and a three-day workshop on digital 
content creation. After an initial round of inductive coding, our qualitative content analysis (Miles, 

1994) focused on three themes: (a) algorithmic imaginaries, which Bucher (2017, p. 30) defines as 

‘‘ways of thinking about what algorithms are, what they should be and how they function’’, (b) 
concluded requirements in content creation (c) frictions between digital experts and academics. 
 

Findings 
The prevailing imaginary of YouTube's recommendation algorithm among digital experts is that of 

a referee which decides on content visibility. They understand the referee’s role on the platform in 

securing “user satisfaction” by selecting content that best meets the “users’ needs”. The narrative 
of “if you satisfy the user, the algorithm will reward you” therefore guides their advice on content 
creation. The relevance of this imaginary is illustrated through user statistics, which are provided by 

YouTube Analytics. To capture how this imaginary influences content creation, we have identified 
three requirements guiding digital experts’ consulting practice. 
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Firstly, digital experts required science communicators to include diverse audiences. On the one 

hand, this means addressing users who already consume other science content on the platform. On 
the other hand, it means that the scientific nature of the language should be reduced so as not to 
exclude anyone. They recommended avoiding technical jargon, focusing on general interest topics, 

and creating attention-grabbing thumbnails. Or as they repeatedly summarised it: "You have to fill 

the church before you start preaching." 
Secondly, they required science communicators to address user needs. In this case, it was argued 
that the question of how a particular theory works, is not a user need. Rather, a need comes more 

from everyday life. This requirement has changed content from explaining social science theories to 
explaining everyday problems with the help of social science theories. 

Thirdly, digital experts required science communicators to persuade first, explain later. A promise, 
it was advised, keeps viewers watching a video for longer and consequently increases YouTube 
analytics' 'watch time' metric. This requirement has changed the production so that the beginning 

of each video is structured in such a way that you comprehend what you will understand when you 

have watched the video. 

Taken together, “digital experts” translated these imaginaries of algorithmic evaluation criteria into 
requirements for content creation with the intention of achieving more visibility on the platform. 
The imaginaries were used as symbolic resources in the development process of the science 
communication content. While acknowledging the significant role of science within the YouTube 

platform, they advised to restructure the content according to their understanding of the 
recommendation algorithms (e.g., prioritising persuasion practices over scientific rigour). As 

assumed by Weingart (2017; 2020), recommendation algorithms indirectly influence the content of 
science communication, yet, as shown in this paper, particularly through “digital experts”, a new 

professional group that claims knowledge about opaque algorithms of social media platforms. 
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Detecting manipulated visuals: A computational approach in the climate 

change discourse  

Isaac Bravo, Katharina Prasse, Stefanie Walter, Margret Keuper  

The emergence of Artificial Intelligence (AI) models is reshaping how scientists interact with this 

technology when conducting research. This has led to a growing interest in the role and impact of AI 
in the field of scientific communication over the last few years (Schäfer, 2023). The benefits of this 

technology that we can find as researchers are varied (Chian & Lee, 2023; Krishnan et al., 2023). 
Simultaneously, manipulated images pose a misinformation risk when viewers cannot determine 
the credibility of what they see (He, 2021). While computer science research in this field commonly 

uses images from "lab scenarios" to identify manipulated content, we focus on the polarized topic 

of climate change to explore how manipulated images shared on Twitter may contribute to 
polarizing debates between believers and sceptics (deniers) in anthropogenic climate change. This 

study contributes to two important aspects in the debate on science communication in the age of 

AI: a) How manipulated images are spreading on the social media landscape, and the resulting 

impact on public debates, and b) how methodological advances in machine learning and computer 
vision can help scientists to detect and analyse manipulated images. 
Climate change is a global phenomenon which has received considerable media attention in recent 

decades (IPCC, 2022). Experts have recognized the urgency of addressing the impacts of this 

phenomenon and understanding how people perceive and engage with it (Falkenberg et al., 2022). 
In the digital media environment, the emergence of climate change information on social media, 
especially visual content, has changed how individuals understand this phenomenon and how it 
encourages collective action (Pearce et al., 2019). Despite the scientific evidence of the 

anthropocentric origin of climate change, contrarian voices still reject this reality and the related 
risks (though in many cases, these are minority opinions (Whitmarsh, 2011). The causes of such 
positions include disagreement between scientists (Patt, 2007) and people's attitudes and beliefs 

(Kahan et al., 2012). 
Social media allows the circulation of opinions and manipulated content that may support or deny 

certain beliefs or facts. However, the emergence of image generative models has made it much 
easier for people to create ‘deep fake’ or synthetic images, and simultaneously, computer science 
research has started to improve their detection (Guan, 2022). Manipulated visual content can, for 

example, exaggerate or misrepresent climate change-related phenomena, mislead individuals, fuel 

scepticism regarding the veracity of climate change, and potentially erode trust in media and 

scientific institutions (Capstick & Pidgeon, 2014). Due to the limited development of computational 
studies, previous work mainly focused on analysing visual elements of climate change using 

qualitative approaches and small samples (Schäfer, 2020; Harb et al., 2020; Metag et al., 2016). 
Notably, there is a lack of studies on the prevalence and impact of manipulated content and how 

users interact with this type of visual content related to climate change on social media. 
This study aims to answer the following research question: Do ‘real’ vs manipulated images about 
climate change on Twitter lead to different levels of engagement and interactions between believers 
and skeptics (deniers)? This study adopts a multimodal and computational approach combining 
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automated image and text analysis to examine more than 700,000 images, and replies shared by 

Twitter users in the year 2019 in the context of climate change. For the data collection, we sampled 
all tweets that included an image and the term "climate change" or the hashtag "#climatechange" 
in English. We compare methods detecting manipulated images, such as hash functions, to retrieve 

pairs of near-identical images, and analyse the manipulation that took place between the ‘real’ and 

the manipulated image within each pair. More precisely, we use the “Crop-Resistant Hash” proposed 
by Steinbach et al., where individual segments of the images are hashed and then compared to 
identify near-identical images. This method allows the matching even after major image 

manipulations. Then, we use different computational techniques such as topic modelling 
(BERTopic) and Latent Semantic Scaling (LSS) to analyze and classify comments between believers 

and sceptics. 
Preliminary results reveal user differences in the distribution of engagement between manipulated 
and real images, as well as a concentration of user interactions around specific topics related mainly 

to the consequences of climate change. Furthermore, these differences concern not only the type of 

visual content engaged by deniers and believers but also how these users react to it. Here, we 

generally see that the believers exhibit more engagement than deniers when they are exposed to 
real images. While manipulated images only make up a small share of the total number of images 
shared on Twitter, they can lead to considerable user engagement and directly impact people’s 
understanding of climate change. 

This study makes a theoretical and methodological contribution to the field of science 
communication: From a theoretical perspective, the research delves into the framing strategies 

adopted by believers and sceptics (deniers) on Twitter, specifically comparing the use of 
manipulated and real images on a polarized climate change debate. The methodological 

contribution lies in using a computer science approach to detect manipulated images within the 
context of climate change-related data. By employing advanced detection techniques, the study 

also contributes to our understanding of the effectiveness of existing models in discerning between 
authentic and manipulated content in the climate change debate on social media platforms. 
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Politicization of science in German COVID-19 media coverage: Theoretical 

conceptualization and empirical evidence   

Janise Brück, Julia Serong, Lars Guenther  

In times of crisis, such as the COVID-19 pandemic, societies are most dependent on public trust in 

science, as science-based information provides explanation and guidance (Bromme et al., 2022). 
Simultaneously, public debates about COVID-19 have shown that scientific issues often have a 

political dimension (e.g., Post & Ramirez, 2018, p. 1151; Van Dooren & Noordegraaf, 2020, p. 614), 
and thus, the pandemic is assumed to have triggered a significant blurring of the boundaries 

between the scientific and political systems (Weingart, 2010, p. 157). The so-called politicization of 
science describes the process by which science acquires a political meaning and is used to pursue 
political goals (Schmid-Petri et al., 2022, p. 49). This includes both benefits (e.g., the exchange of 

resources in knowledge production) as well as threats to the science system: if scientific information 
are questioned or rejected by members of the public due to political ideologies, politicization can 

have a negative impact on public trust in science and its authority (e.g., Bolsen et al., 2019, p. 148; 
Gauchat, 2012, p. 170). Despite its considerable societal relevance, previous research has not 
adequately addressed politicization as a multifaceted phenomenon. Instead, it refers to different 
understandings and operationalize the construct divergently (e.g., Bolsen & Druckman, 2015; Hart 

et al., 2020; Schmidt, 2023). Therefore, this study aims to theoretically conceptualize politicization 
of science and to test the operationalization of the concept in a pilot study – a quantitative content 

analysis of German COVID-19 media coverage. 
 

Against the background of Luhmann’s systems theory (1984) and Habermas’ theoretical reflections 

(1968) on science, politics, and the public sphere, the approach concentrates on the triangular 

relationship between science, politics, and the media as drivers of the politicization of science 
(Schmid-Petri et al., 2022, p. 49). The relationship is based on dependencies that are caused by 
resource exchange (e.g., funding in exchange for policy-relevant research) and promote a blurring 

of science and politics (Scholten & Verbeek, 2014, p. 189). Moreover, politics and science deal with 

similar (societal) issues which is why both scientific and political topics can occur in political or 
scientific debates (Bolsen & Palm, 2022, p. 86). However, political actors may also refer to scientific 
information for strategic purposes (e.g., to (de)legitimize political positions; Post & Ramirez, 2018, 

p. 1152), and scientists comment on political issues due to their assigned role (Pielke, 2007). 

Journalistic actors bring it all together by communicating scientific issues to the public via specific 

criteria and placing them in a political context (Fowler & Gollust, 2015, p. 157); hence, media 
reporting is the focus of this study. 

 

Based on a comprehensive literature review of the triangular relationship, the aspects that point to 
a politicization of science in media coverage can be summarized in three overarching indicators: (1) 

The thematic blurring of politics and science means that scientific and political issues are linked by 
reference to (controversial) political angles, (political) story origins or interdependencies of 
scientific and political resources in scientific reporting (e.g., Schmid-Petri, 2017, p. 523; Schmidt, 

2023, p. 35). Moreover, the extent to which different actors are addressed or comment on scientific 
or political issues can have an impact on the (2) (politicized) actor structure in the public (media) 
discourse (Leidecker-Sandmann & Lehmkuhl, 2022, p. 344). Central here is the (politicized) 
constellation of scientific and political actors in media reporting, based on the distinction of whether 

actors are mentioned or quoted (e.g., Chinn et al., 2020; Schmidt, 2023, p. 35). Finally, the (3) 
emphasis on science-related uncertainty is primarily expressed by political and journalistic actors, 
who (strategically) highlight the vulnerability of science to (de)legitimize political positions (Post & 

Ramirez, 2018, p. 1152) or to create news value (Fowler & Gollust, 2015, p. 158). 
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Considering the applicability of these three indicators and their relevance in crisis contexts, the 

empirically focused pilot study analyzed the extent to which science has been politicized in German 
COVID-19 reporting. Using a codebook developed for this purpose, a pre-registered, quantitative 
content analysis (ANONYMIZED) examined the indicators in COVID-19 related (offline/ online) media 

articles (N = 262) from journalistic quality media (FAZ, SZ, Die Zeit) regarding two selected time 

periods in the first and second pandemic wave in 2020 in Germany (t1: March 2nd – April 19th; t2: 
August 17th – October 4th). 
 

The findings showed that, in terms of the indicators, there was no evidence of a significant 
politicization of science in the early phase of the pandemic; however, it is reasonable to assume a 

general political significance of science in COVID-19 media coverage. The data indicated a noticeable 
thematic blurring of politics and science as well as a political actor structure in the public (media) 
discourse right from the beginning of the pandemic. While the coupling between scientific and 

political actors was stronger in the media coverage of the first COVID-19 wave than in the second 

wave, solely political controversy and political story origins are more pronounced in later coverage 

and could be an indication of an increasing blurring. In contrast, the emphasis on science-related 
uncertainty was barely present in either time period. 
 
Although our study focuses on a conceptualization of the politicization of science (in COVID-19 

media coverage), the political relevance of science is not only prevalent in crises but also in general 
debates about scientific issues – including AI. Being aware of our limitations, we would like to discuss 

this study in the Open Panel at #aiscicomm24. 
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Science calls to action: Explainer videos as activist tool to promote 

sustainable streaming practices 

Anna Schorn, Romina Behrend, Werner Wirth 

When it comes to sustainable behavior, topics such as mobility, nutrition, or fashion are often 
discussed. However, a topic that has been largely overlooked by society are greenhouse gas (GHG) 
emissions caused by digital technology and the internet (e.g., The Shift Project, 2020). The entire 

digital technology sector already causes more GHG emissions than global aviation. More than half 
of these emissions originate from video streaming. By 2025, streaming could account for almost 6% 
of global GHG emissions—more than aviation and nearly as much as car traffic (The Shift Project, 
2019). Therefore, achieving climate goals requires bringing this issue more into the focus of society 

and raising awareness about it. 
A recent study indicates that an explainer video can play a decisive role in reducing GHG 

emissions through streaming (Seger et al., 2023). Despite the GHG emissions associated with 

providing such online videos, they serve as effective tools for various reasons. For example, videos 
can be integrated directly into the streaming platforms, addressing people where behavioral change 

is targeted. Moreover, explainer videos on scientific topics and climate change are popular and 
increasingly used on social media, meaning that they can reach a relevant audience (Allgaier, 2019; 

Koch & Bleisch, 2020). Furthermore, explainer videos can be highly persuasive due to design features 

such as storytelling, the use of exemplars, an informal communication style, and the combination of 

voiceover with simple, meaningful animations (Schorn, 2022). 

Simultaneously, many explainer videos pursue an agenda: YouTube channels that have 
taken up the cause of science communication (e.g., Kurzgesagt, Mai Lab, TED Ed) explain certain 

topics with a scientific basis, whereby they adopt an activist stance. The videos are characterized by 
the fact that information is not presented in a completely neutral way, and often there is a call-to-
action at the end. Explainer videos are thus not only used to convey knowledge, but also to pursue 

persuasive purposes. However, previous research refers almost exclusively to learning effects and 

not to attitude and behavior changes (Schorn, 2022). 
Therefore, the aim of this research is to investigate how science-based explainer videos can 

promote sustainable streaming practices. On the one hand, the study focuses on various call-to-

actions (e.g., personal and social norm appeals) that complement the explanation. On the other 
hand, the study aims to enhance self-efficacy and behavioral control by providing concrete 

measures to reduce emissions caused by video streaming. A pilot study demonstrated that the topic 
is novel to many people and before being presented with relevant information, many were unaware 

of how they could prevent emissions from video streaming. Consequently, the main study will 

examine how specific measures to increase sufficiency and efficacy of video streaming can increase 
perceived behavioral control and self-efficacy, ultimately fostering the intention to change behavior. 

 

This research is intended to provide insights into how scientific topics can be communicated in a 
way that not only expands recipients' knowledge but also stimulates them to question their own 
behavior, leading to a change in behavior towards more sustainable streaming practices. It is 

hypothesized that videos containing concrete measures for sustainable streaming will improve 
perceived (self-)efficacy and behavioral control and increase the intention to change behavior. 
Moreover, a call-to- action is expected to have a positive effect on behavioral intention. Without 

setting up a directed hypothesis, the study examines whether a personal norm appeal (emphasizing 
the moral obligation to act) or a social norm appeal (emphasizing that a shift in behavior is socially 

desirable and popular) is more effective (see OSF for manipulation). 

In the main study, we will conduct a 3 (call-to-action: personal norm appeal vs. social norm 
appeal vs. control group) x 2 (concrete measures: present vs. absent) between-subjects-design to 

investigate how explainer videos can be optimized to be particularly persuasive and motivate more 

https://osf.io/uf4rt/?view_only=e39fd7ea5f5e466b88f29f85d150a04a
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sustainable streaming practices. The explainer videos will be created by a design agency (see OSF 

for storyboard). Participants will be recruited and compensated by a German market research 
institute (N = 800). The study will be announced as a “study on video streaming”. 

In the beginning, participants' streaming behavior will be queried without indicating that the study 

is about sustainability. After asking about platforms, viewing duration and devices, participants will 
be asked several questions that can provide information about the environmental impact of their 
streaming behavior (e.g., “I watch videos in the best possible quality”). Participants will then be 
randomly assigned to an experimental condition and asked to watch the respective video, before 

the questions on streaming behavior are asked again as dependent variables (e.g., “In the future, I 

plan to stream in a lower quality than before”). Individual users could either follow a sufficiency 
strategy by reducing their streaming duration, or increase the efficiency of video streaming by 
reducing the carbon impact per hour (e.g., by reducing the size of the screen or resolution). By asking 

about the current state beforehand, it will be possible to deduce the extent to which individuals 

intend to change their behavior in the future. Next, other variables such as reactance, perceived 
quality, self-efficacy, or behavioral control will be measured. 250 of the participants will be asked 

retrospective after a few weeks whether they have actually changed their behavior and 
implemented measures for more sustainable streaming. 

The study was approved by the university’s ethics committee. The videos are currently being 

animated by the design agency. Subsequently, the study will be conducted so that the results can 
be presented in June. 
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“However I judge it, I think it‘s a gut feeling”: Examining (un)trustworthiness 

cues in YouTube videos by real and feigned experts  

Kaija Biermann, Monika Taddicken  

Particularly in digital communication environments, misinformation on socio-scientific 
issues (e.g., Covid-19, climate change) can develop and spread rapidly (Freiling et al., 2023). Hence, 
epistemic authorities, including those of scientific experts, can be challenged, as social media 

platforms involve opening up professional roles to new actors (Neuberger et al., 2023). Feigned 
experts can present themselves to laypeople as experts without actually having the necessary 
expertise (Cook et al., 2017), making it difficult for laypeople to judge the expert status of a 
communicator (Hendriks et al., 2015). However, in circumstances where laypeople lack knowledge, 

which is typically the case for most scientific issues, they have to rely on trustworthy sources 
(Bromme & Gierth, 2021; Bromme & Goldman, 2014). Especially during the Covid-19 pandemic, 
laypeople were faced with the challenge of finding reliable information from such trustworthy 

sources in the multitude of available sources, as the pandemic was accompanied by an “infodemic” 
(WHO, 2020). 

Although YouTube is one of the most widely used channels for information about science 
and research (WiD, 2021), research that deals with YouTube in the context of trust in science and 

scientific experts is scarce (e.g., Reif et al., 2020). Little is known about the complex mechanisms of 

recognizing real from feigned experts and the cues laypeople rely on to judge trustworthiness in 

audio-visual material. Our exploratory study aims to gain deeper insights into laypeople’s subjective 

process of assessing trustworthiness of (feigned) scientific experts in YouTube videos on Covid-19, 
hence, we ask: 

RQ: On which cues rely laypeople to assess (feigned) scientific experts’ 

trustworthiness in YouTube videos on Covid-19? 

 

To answer our research question, we conducted 33 semi-structured interviews with 

laypeople6 using the think-aloud-technique (Ericsson & Simon, 1998). As this study is part of a larger 

preregistered research project, we were able to select the four most trustworthy rated video 

snippets of real and feigned experts on Covid-19 in a survey (n = 958) as stimulus material7. In order 

to put laypeople in the actual situation of evaluating trustworthiness, each interviewee were asked 
to think aloud when watching two of the four most trustworthy video snippets of real and feigned 

experts respectively. This approach is more reliable than asking laypeople which cues they think 
they use to determine trustworthiness (cf., Freiling, 2019). The thinking aloud part included training 

tasks to practice the method of thinking aloud, moreover, after assessing each video, the 
interviewees were asked again about the cues they used to assess trustworthiness. The interview 
guide included follow-up questions on cues that had already been derived from the literature, such 

as references to the communicator’s expertise or the importance of the channel, facial expressions, 

and gestures (Meinert & Krämer, 2022; Winter & Krämer, 2016). The data was analyzed using content-
structuring qualitative content analysis according to Mayring (2015). In a deductive-inductive 
approach, overarching categories were first defined on the basis of the interview guide, 

subsequently, an inductive subcategorization was carried out. 
A large number of different trustworthiness cues were identified, whereby the “experts” 

were rated differently by different interviewees in terms of their trustworthiness. Unsurprisingly, 

familiarity of the “expert” was frequently mentioned as trustworthiness cue, as did the channel and 
format (e.g., press conference). For all interviewees, mentioning the title, particularly in connection 

 
6 In order to obtain a picture as comprehensive as possible of trustworthiness cues, attention was paid to different age groups, educational 

levels, and occupational groups in addition to an equal distribution of gender in the sample. 
7 The total of 223 video snippets to be evaluated are based on a sample (n = 66) consisting of the most clicked YouTube videos (at least 
10,000 views) on Covid-19 by real and feigned experts, which were determined in a multi-stage process. 
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with the professional background, was a decisive trustworthiness cue. Additionally, various 

trustworthiness cues were mentioned that relate to the type of communication (scientific jargon, 
comprehensibility). A large number of interviewees cited the presentation of data and facts as 
indicators of trustworthiness; “experts” were rated as less trustworthy when they expressed 

opinions from the perspective of  the laypeople and when they commented on political issues that 

went beyond science. Additionally, a calm voice, slow, and fluent speech (communication style) were 
mentioned as trustworthiness cues. Non-verbal cues such as friendly facial expression, straight 
posture, and gestures were also frequently cited. Outward appearance also appears to be important 

for many interviewees when assessing the (feigned) scientific experts’ trustworthiness. In addition 
to such visible cues, the interviewees also mentioned the perceived closeness to the “experts” and 

the perceived sympathy, while a perceived arrogance was rated as untrustworthy. Ultimately, 
interviewees also frequently cited their gut feeling as a decisive factor in assessing the 
trustworthiness.  

Overall, our results indicate that a variety of different cues are used by laypeople to assess 

(feigned) experts’ trustworthiness in digital communication environments, especially in situations in 

which the “experts” are unknown to them. At the conference, the identified trustworthiness cues 
will be put more in relation to each other and with real and feigned experts. As a limiting factor, it 
should be noted that these are ultimately only the perceived cues. It is unclear to what extent these 
expressed cues actually affect laypeople’s trustworthiness assessments. However, based on the 

identified cues, our study offers a starting point to further examine laypeople’s trustworthiness 
judgments in the context of (feigned) scientific experts on social media and ultimately contribute to 

empowering laypeople to distinguish between real and feigned experts. 
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More harm than good? Germans’ attitudes towards generative AI in science 

communication  

Bastian Kremer, Mike S. Schäfer, Liliann Fischer  

Rationale and Research Questions 
Generative artificial intelligence (AI) such as ChatGPT has emerged as an important part of 

contemporary information and communication ecosystems. With arguably the fastest technological 
rollout in history, it has the technological potential and the societal reach to profoundly influence 
individuals, organization and societal dynamics as a whole (e.g. Johnson 2022) – including science 

(Fecher et al. 2023) and science communication (Schäfer 2023).  

Therefore, it is crucial to understand the attitudes and opinions of citizens towards generative AI and 
the factors shaping these attitudes. We ask: 

RQ1: What are Germans’ attitudes towards generative AI, and how do they evaluate its 
potential risks and benefits in science communication? 

With regards to explaining these attitudes, peoples’ general attitudes towards science and research 
have been shown to affect their evaluation of specific technologies as well. For example, people 
who see more risks of innovations science and research bring along rather than benefits might also 

be more critical towards new technologies such as generative AI (Méndez-Suárez et al. 2023). In 
order to investigate this, we examine the relation between peoples’ general perceptions of science 

and research and their evaluations of generative AI as a source of scientific information. Explanatory 

factors include evaluations of the risks vs. benefits of science and research in general as well as trust 
in science. To investigate this, we assessed generalized trust in science as well as epistemic trust with 
its three dimensions: trust in the expertise, integrity, and benevolence of scientists (Hendriks et al. 

2016). Laypeople generally cannot afford to invest the same amount of time and energy into 

researching specific scientific content – which is a similar starting situation to when people ask 
generative AI for help (Ferrario 2020). We, therefore, assume that evaluative attitudes like the 
perceived risks and benefits of science as research as well as the trust in science serve as relevant 
predictors of positive or negative evaluations of generative AI. In addition, we assume that peoples’ 

sociodemographic characteristics – such as age, gender or education – are linked to evaluations of 

generative AI, as they have been shown to matter regarding evaluations of AI before (e.g. Neudert et 
al. 2020) and towards technologies in general (e.g. Frewer et al. 1998). Therefore, we ask: 

RQ2: How can attitudes towards generative AI in science communication be explained, 

and which role do general attitudes towards science and research as well as 
sociodemographic variables play in that regard? 

Data and Method 
Data from the 2023 German Science Barometer – an annual representative survey of the German 

population's attitudes towards science and research with 1,037 respondents 

(www.sciencebarometer.com) - are utilized. The survey captures various general attitudes towards 
science and research such as trust, perceived risks and benefits as well as the feeling of being 
informed. Additionally, it captures positive and negative attitudes towards “programs like ChatGPT” 

in eight items, particularly for the creation of science-related content, and their trustworthiness as 
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sources of scientific information. Descriptive statistics and multiple regression analyses are used. 

 
Results 
Germans are rather critical towards generative AI. While half of the respondents acknowledge that 

generative AI can be useful in explaining science in a simplified way, for example, the majority 

assumes that generative AI could contribute to the spread of science-related misinformation and 
finds it concerning that it “makes it more challenging to determine whether scientific content was 
authored by a human or a program". Accordingly, 44% say that they (rather) do not trust programs 

like ChatGPT as sources of scientific information. First multivariate analyses suggest that assessment 
is linked to general trust in science and differs between sociodemographic groups. Further in-depth 

analyses using multiple regression will be conducted to follow up on the potential connections 
between these variables. 

Relevance and Implications 
The article contributes to the scholarly discussion on the relationship between general attitudes 

towards science and research and the perception of new technologies such as generative AI. It 

provides insights to researchers, policymakers, and technology developers on the intersection of 
science and technology, especially in the context of emerging technologies like generative AI. 
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AI talking science: Two experimental studies on the perception of large 

language models as a source of scientific information  

Friederike Hendriks, Esther Greussing, Aike Horstmann, Bianca Nowak, Yannic Meier, Rainer 
Bromme 

Since the launch of ChatGPT in 2022, Large Language Models (LLMs) are increasingly 
integrated into daily routines, acting as information intermediaries for a wide range of content, 

including science and health (Choudhury & Shamszare, 2023). These models generate text-based 
responses to user queries that are both coherent and contextually relevant, creating a simulation 
of understanding in their interactions with users, but not true understanding of the issue itself 
(Chavanayarn, 2023). Consequently, LLM-generated content often appears plausible, even though 

it might be factually incorrect (Spitale et al., 2023). 
Besides the potential for generating incorrect information, certain standards of good 

science communication are not necessarily met by LLMs when providing information to users 

(Schäfer, 2023). Specifically, LLMs lack transparency in the process of generating content, such as 
about the disclosure of (reliable) source information, or on the selection of sources for training 

databases. A majority of Germans seem to be aware of the potential dangers to accuracy inherent 
in LLM: In the 2023 German Science Barometer 61% agree that technology such as ChatGPT might 

sometimes generate false information and 57% agree that such technology cannot evaluate 

information similar to humans (Wissenschaft im Dialog, 2023). 

However, since LLM-generated content is presented in a clear, concise, easily 

understandable, and often highly personalized manner, users might be easily inclined to trust the 
presented information (Kaplan et al., 2023; Ruwe & Mayweg-Paus, 2023) in spite of the possible 
limits in accuracy; and instead of initiating further verification processes, such as consulting topic 

experts (c.f. easiness effect; Scharrer et al., 2012; 2017). Studies show that less use of jargon in 

scientific communication might increase the acceptance of messages through increased 

processing fluency (Bullock et al, 2019; Shulman et al., 2020). It is thus important to ask how users 

perceive and evaluate science content provided by LLMs, and whether they evaluate the credibility 

of information more critically, when explicitly made aware of flaws in LLMs’ generation of scientific 

information (RQ1). 

Furthermore, scientific information generated by LLMs might be perceived as even more 
accurate than information generated by humans via a rule of thumb such as the machine heuristic 

(Sundar & Kim, 2019), the idea that AI can generate better information than humans, as technology 
generated content is perceived as more objective, precise, and based on large amounts of data 

(Swiecki et al., 2022). As such, a second research question we pose is how an  LLM as a source of 
science information is evaluated compared to a scientific source, and whether this evaluation is 
mediated by a machine heuristic (RQ2). 

 

To investigate these research questions, we conducted two pre-registered experiments 
(total N ≈ 1.500; https://osf.io/saj6k?view_only=7912dd921d2e42579c4979e218b65287). In both 
experiments, participants are asked to envision a scenario in which a friend seeks advice on using 

sunscreen with nanoparticles. Subsequently, all participants receive information about 
nanoparticles in sunscreen and associated health risks, supported by scientific evidence. In our first 

between-person study, we test the effectiveness of a disclaimer warning about the uncertain 

quality of information provided by LLMs (vs. no disclaimer). This disclaimer is presented prior to 
participants receiving the information on nanoparticles in sunscreen via an LLM-based chatbot. In 
our second between-person study, we vary the source (LLM-based chatbot vs. human scientist) and 

the presentation of the information (static vs. dynamic). In both experiments, we are interested in 
the effect of the experimental manipulation on the ascribed objectivity and perceived 
trustworthiness of the source, the perceived credibility of the content presented, as well as in users' 

https://osf.io/saj6k?view_only=7912dd921d2e42579c4979e218b65287
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strategies for coping with the division of cognitive labor (i.e., the effort expended in evaluating the 

content presented). 
The first experiment was fielded in October 2023. The data was collected using the GapFish 

panel; the final sample consisted of N = 508 German-speaking adults. In this sample, AI-based 

chatbots were not often used (M = 2.68, SD = 1.82), and participants rated their own prior knowledge 

of AI-based chatbots to be small (M = 2.70, SD = 1.68); the attitude towards AI-based chatbots was 
rather neutral (M = 3.82, SD = 1.70); as was the attitude towards the topic (M = 3.61, SD = 1.48). All 
three items were rated on scales reaching from 1–7 (little to high agreement). 

Contrary to our assumptions, the disclaimer warning about the uncertain quality of 
information provided by LLMs had no significant effects on any of the dependent variables (p> .05). 

This might be due to limited awareness of the information quality disclaimer (only 46% answered 
the manipulation check correctly, an additional 31% reported having to guess), and due to limited 
prior knowledge and attitudes towards AI-based chatbots and the scientific topic. For example 

(analyzing only the N = 394 who had answered the manipulation check correctly or had to guess), 

the expertise ascribed to the chatbot was predicted by participants’ attitudes towards chatbots (β 

= .410, p < .001), their knowledge about chatbots (β = .095, p < .05), and their attitude towards 
nanoparticles in sunscreen (β = .237, p < .001). The second experiment (N ≈ 1000) is currently being 
finalized and will be fielded in December 2023. 

Taken together, the results of the two experiments may inform practice about how users 
could be supported in efficiently and successfully using generative AI for gathering information 
about science-related issues, while being critically aware of limitations in accuracy and reliability. 
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Predicting and describing the use of generative AI in science-related 

information search: Insights from a multinational survey  

Esther Greussing, Lars Guenther, Ayelet Baram-Tsabari, Shakked Dabran-Zivan, Evelyn Jonas, Inbal 
Klein-Avraham, Monika Taddicken, Becca Beets, Dominique Brossard, Anwesha Chakraborty, 

Torben Esbo Agergaard, Antoinette Fage-Butler, Chun-Ju Huang, Kristian Hvidtfelt Nielsen, 
Siddharth Kankaria, Yin-Yueh Lo, Michelle Riedlinger, Hyunjin Jin Song 

Generative Artificial Intelligence (GenAI), exemplified by large language models like ChatGPT, is 
entering mediated communication worldwide. In particular, GenAI increasingly serves as an 
information intermediary, offering content on a wide range of topics. An initial survey conducted 
among regular ChatGPT users in the US revealed that 36% of them utilize the model for information-

seeking purposes, with trust in ChatGPT emerging as a significant factor (Choudhury & Shamszare, 
2023). However, much remains to be learned regarding the factors that drive the regular use of such 
technology. Earlier research on the diffusion and acceptance of technological innovations highlights 

the role of individuals’ emotion and cognition in this respect (Xu et al., 2023). Specifically, attitudes 
and trust appear to positively predict behavioral intention (Kelly, Kaye, & Oviedo-Trespalacios, 

2022). In the realm of GenAI, content generation unfolds in a distinct manner, introducing a risk of 
so-called hallucinations (De Angelis et al., 2023). Consequently, factual knowledge about AI might 

become a relevant factor influencing the use of this technology. 

The potential of GenAI to facilitate easy access to information and customize content based 

on user characteristics could render the technology particularly suitable for searching for science-

related information (Schäfer, 2023), but empirical evidence on this is presently lacking. Additionally, 
existing research tends to be specific to certain countries or regions, despite the global implications 
of GenAI on science communication. This study therefore asks: 

RQ1: How do attitudes towards AI, knowledge about AI, trust in AI, and sociodemographics 

predict the regular use of GenAI technology? 

RQ2: How do people report using GenAI for searching science-related information? 

 

To address these research questions, from July to August 2023, we conducted an online 

survey gathering data from participants across seven countries/regions8: Australia, Denmark, 

Germany, Israel, South Korea, Taiwan, and the United States (N=4,321)9. In each country/region, our 
samples were representative of the respective populations in terms of age, gender, and education. 

We collected data on attitudes towards AI, factual knowledge about AI, trust in GenAI, and use of 
GenAI through online access panels in each country/region, with the questionnaire translated into 

the relevant primary language. 
Regarding our first research question, we employed multilevel modeling, whereby 

respondents are nested within countries. We ran a logistic regression with random intercept, 

thereby controlling for potential country-level differences in the regular use of GenAI. Attitudes 

towards AI, factual knowledge about AI, trust in GenAI, and sociodemographics served as predictors. 
18.1% (n=780) of our sample are regular users of GenAI technology. The results show that all 
predictor variables significantly increased the probability of being a regular user (condR2=0.27). 

Specifically, respondents with positive attitudes towards AI (Odds ratio [OR] 1.65, 95% CI 1.37-1.92, 
p<.001), higher trust in GenAI (OR 1.58, 95% CI 1.40-1.78, p<.001), and a more profound knowledge 

about AI (OR 1.08, 95% CI 1.03-1.13, p<.01) were more likely to use GenAI regularly. Moreover, the 

likelihood of regular GenAI use was associated with specific demographic factors. Being younger (OR 
0.97, 95% CI 0.97-0.98, p<.001), male (OR 1.40, 95% CI 1.18-1.67, p<.001), and possessing a secondary 
education level (OR 0.52, 95% CI 0.42-0.64, p<.001, ref = higher education) all contributed to higher 

 
8 Given the unique status of Taiwan, in this manuscript, we refer to “countries/regions”. 
9 The numbers of respondents per country/region are as follows: nAUS = 552, nDEN = 505, nGER = 566, nISR = 

500, nKOR = 642, nTWN = 504, nUSA = 1.052. 
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odds of regular GenAI use. 

Regarding our second research question, asking how people use GenAI-systems for 
searching science-related information, we focus on ChatGPT as the most commonly accessible 
model. Descriptive analyses showed that while Germany and Denmark have a relatively high 

percentage of respondents who have never used ChatGPT before (73.1% and 69.8%, respectively), 

Taiwan stood out with the highest proportion of regular users (25.6%), followed by South Korea 
(17.3%) and Israel (15.5%), indicating diverse adoption patterns in different countries/regions. 
Hence, ChatGPT's potential as a tool to search for science-related information is important. In 

Taiwan, 54.2% of the respondents have utilized ChatGPT for this purpose, compared to 8.1% in 
Denmark. Our data suggests that across all countries/regions, people who report using ChatGPT for 

science-related information searching tend to be younger, exhibit higher factual knowledge about 
both AI and GenAI, and have greater trust in GenAI compared to people who do not use this 
technology for this purpose. Also, users expressed satisfaction with the science-related information 

they have received from ChatGPT, as well as confidence in finding what they need. 

Overall, our findings show that despite the novelty of ChatGPT, a significant proportion of 

the respondents reported using it for science-related information search. Adoption patterns, 
however, varied across countries/regions. The GenAI users we identified displayed distinct 
characteristics, suggesting that, currently, a specific segment of the population relies on these 

systems. This holds true for both general use of GenAI technology and, particularly, for its 

application in seeking science-related information. As such, this study encapsulates a distinctive 

moment in the global adoption of GenAI as a technology that simultaneously generates and 
disseminates science-related information. The comparative element further advances current 
understandings of the factors that influence the use of GenAI. 
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An AI-based social media generator: STEM research artificially communicated 

Elisabeth Jurack, Julia Gantenberg, Justus Henke, T.Y. Branch, Ingo Siegert 

Science communication faces the challenge of bringing highly complex topics closer to 
different target groups (e.g. laypeople such as pupils or people with a lower level of education), 
choosing an appealing form of presentation and making scientific explanations understandable. 
The media landscape has changed considerably within the last decade, whereby scientific content 

is not only communicated via traditional text formats and lectures, but increasingly also via internet-

based formats such as social media (Bik and Goldstein, 2013; Metag and Schäfer, 2017). The 
preparation of quality scientific content for social media is very time-consuming, but does not 

necessarily require the expertise of researchers. The generative models that have emerged since the 
advent of ChatGPT in November 2022 offer an opportunity to improve both the workload for 

researchers and the quality of science communication content (Dwivedi et al., 2021). So far, the use 

of AI-based technologies in science communication has been underexplored (Schäfer, 2023). 

Our project proposes to use Artificial intelligence (AI) to explore automation opportunities 

in order to create credible science-content for Instagram. The AI will source information from a 
curated database of texts grounded in scientific content from STEM specialist publications, press 

releases, interviews etc. We will investigate the extent to which the process of generating scientific 

information using AI-generated posts for various channels and target groups on Instagram would 

be suitable for general use by researchers in science communication and researchers themselves. 

This involves investigating how usable social media is, and how targeted scientific information can 

be converted into high-quality posts on Instagram using AI. 

 

The project will use a combination of quantitative and qualitative indicators permitting an 

in-depth analysis and evaluation of the AI-powered software’s performance and acceptance. Pre-
exposure to the posts, we will use qualitative analyses to seek insights into prevailing views of the 

target groups about AI-generated scientific information. Post-exposure to the posts, we have 
planned a survey on the topic of scientific literacy. Quantitatively, the factual (empirical) 

dimensions as well as the social, political and ethical content of the dataset will be examined to 
better understand the information landscape available to laypeople.  

Additionally, our socio-reflexive philosophical analysis will use the dataset of the generated 

social media posts to analyse for the presence of epistemic and non-epistemic values in science. 
The suitability of AI-powered contributions for researchers who need to communicate science will 
be assessed based on how these values align with ethical questions about usability and 

responsibility. I.e.: How and to whom will the public attribute the discovery of scientific knowledge? 

Who should be responsible for errors in the information? Does the impression of science change? 

Does the impression of researchers change? These questions and our research intend to contribute 
a practical dimension to broader discussions of trust in science and how to broker the relationship 

between science and society. 

 

This abstract is part of a research proposal that will be reviewed by the end of 2023. 
Following a positive evaluation, the project will be launched in January 2024, whereby initial results 
could be presented at the Department of Communication and Media Research Annual Conference 
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of the “Science Communication” Division (DGPuK) in addition to the methodology and framing of 

research questions. 
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AI Avatars in science communication: When Einstein and Curie resurrect 

Jasmin Baake, Josephine Schmitt  

The emergence of AI tools in science communication offers a new realm of possibilities, enhancing 

the efficiency and creativity in communicating scientific topics (De Angelis et al., 2023; Schäfer, 
2023). One of the early examples of how synthetically generated videos used for science 
communication can be found on TikTok, where Albert Einstein, Marie Curie and other deceased 
scientists are brought back to life (see Figure 1). 

Figure 1 Video avatars of Marie Curie, Nikola Tesla and Albert Einstein on the TikTok channel @wisemasters. 

 

With the help of AI-based video generators, such knowledge-sharing and engaging video avatars 

can be created. While these tools offer innovative storytelling methods, concerns arise regarding 
viewer skepticism due to the involvement of AI in content creation (Vaccari & Chadwick, 2020; WDR 

Innovation Hub, 2021). Additionally, the misuse of synthetic videos, as evident in instances of 

Deepfake manipulations, highlights challenges and public trust issues associated with synthetic 
media (Gräfe, 2022; Metzger & Schneider, 2022). 
For science communication trust is a critical variable. Trust in science is central to evidence-based 

decision making in society and politics. Acceptance of scientific research is essential to ensure its 
integrity, independence and resources (Neuberger et al., 2022). In view of the growing hostility 

towards science, AI-generated content could offer more scope for attack (e.g., for conspiracy 

theorists) than human-generated/presented communication and thus impair trust in science. 
Against this background we wonder: How must AI-generated science communication content be 
designed to be trustworthy? 

 
The role of presentation style for trust 

The trust attribution in AI-generated content varies greatly depending on the application sector and 
is influenced by contextual factors and presentation styles (Glikson & Woolley, 2020; Kieslich et al., 

2021). The impact of synthetic formats of science communication by recipients can only be guessed 

at so far. Studies on AI in journalism indicate that recipients are more critical of AI-generated 
information than information created by humans (Longoni et al., 2022). Research on intelligent, 
human-like avatars and algorithmic decision-making processes also indicates synthetic content is 
not necessarily trusted by users (Thaler et al., 2020). 

Anthropomorphism and gender representation seem to play a central role for the perception of the 
protagonist. Studies show that highly realistic avatars might trigger discomfort (the so-called 

Uncanny Valley effect) and affect trust in the information source (Ho & MacDorman, 2010; Schwind 
et al., 2018). Conversely, stylised avatars could facilitate better parasocial interactions and 
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credibility (Di Natale et al., 2021). 

Furthermore, the gender, e.g., represented by science communicators, is associated with 
stereotypes that have an impact on the evaluation of scientists (König & Jucks, 2019). For example, 
there is a tendency to perceive male scientists as "highly competent but less warm-hearted", while 

their female colleagues are often seen as "less competent but more warm-hearted"(Reif et al., 

2020, S. 193). The attributed warmth in turn plays a role in the human likeness attributed to the 
avatars (Ho & MacDorman, 2010). 

Against this background we ask: 
RQ1: What influence does the human likeness of AI-generated video avatars communicating 

about science have on the perceived trustworthiness of the scientists portrayed? 
RQ2: What influence does the gender of AI-generated video avatars communicating about 

science have on the perceived trustworthiness of the scientists portrayed? 
To achieve meaningful results, research on AI-generated avatars must consider the interaction of 

different attributes and not just individual characteristics that apply to human communicators. 

Therefore, we are further interested in the interaction of human likeness and gender of the AI-
generated video avatars (RQ3). 
 
Method 

This work-in-progress outlines a 2x2 experimental design focusing on the perceived 

trustworthiness of AI-generated video avatars based on anthropomorphism levels and gender 
representation (see Figure 2). Specifically, it investigates the influence of these factors on viewers' 
trust perceptions using the dimensions of the Muenster Epistemic Trustworthiness Inventory 

(METI): Expertise, Benevolence, Integrity (Hendriks et al., 2015). In the between-subjects design, 
participants will watch AI-generated video avatars that present their scientific findings in the 

context of gene therapy for red-green colour blindness. The preregistered study is currently 
undergoing a pretest with 500 participants from an online open access panel 

(https://aspredicted.org/WCF_8VT). 

Figure 2 Overview of the four experimental conditions and corresponding avatars 

 
Outlook 
This study aims to shed light on the interrelation between AI-generated video avatars, 

anthropomorphism, and gender representation on perceived trustworthiness of science 

https://aspredicted.org/WCF_8VT
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communicators. Preliminary questions emerge regarding the discernible effects on trust 

dimensions and the perceived characteristics associated with highly anthropomorphic versus 
stylized avatars. 
The ongoing pretest aims to refine the methods and prepare for further research. Methods and 

results will be discussed in more detail in the presentation. Further questions to be discussed in the 

plenary session would be: What degree of anthropomorphism is the right one for communicators 
of scientific topics if the avatar was generated using AI? Does a synthetic cartoon avatar or a human-
like avatar (in good/bad quality) inspire more trust? Which dimensions of trust are relevant when 

evaluating AI video avatars? Are the three trust dimensions equally relevant when assessing the 
trustworthiness of AI video avatars? And in perspective: What happens when the synthetic content 

is no longer distinguishable from real video material? Has the Uncanny Valley then been crossed? 
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Can AI-generated imagery be used to communicate future climate scenarios? 

Josephine Ewoma 

The climate crisis, along with other environmental issues such as biodiversity loss, continue to 

persist. To address this, climate communicators have spent decades exploring the most effective 
modes to communicate the complex issues associated with the climate crisis to publics, in an 
attempt to promote pro-environmental behaviours and support policy decisions (Comfort & Park, 
2018; Markowitz & Guckian, 2018). However, despite the progress made in this field, the impacts of 

the climate crisis are becoming realised in real time, exemplified by 2023 being ‘the warmest year on 

record’ (National Oceanic and Atmospheric Administration (NOAA), 2024; Carbon Brief, 2023). Yet, 
there remains doubts about the severity of the climate crisis amongst the general public (Pew 
Research Centre, 2023). At the same time, new technologies offer an array of opportunities for 
communicators to reach new audiences and garner public support for climate initiatives. Artificial 

intelligence (AI), has been heralded as an industry disruptor. One such example is the large language 

model (LLM) ChatGPT, which gained over one million users in its first week, highlighting public 

interest in these new technologies (Schäfer, 2023; OpenAI, 2023). Generative AI, as well as translating 
text, can generate audio, mimic voices (VALL-E) and generate imagery (Midjourney, Stable Diffusion). 
 

AI-generated imagery is an especially interesting avenue of this new technology. Visual imagery has 
been suggested to be an essential facet of effective communication (O’Neill et al., 2013), in the 

context of the climate crisis visual imagery has the ability to “make visible” the impacts of the 
climate crisis (O’Neill & Nicholson-Cole, 2009). Common iconography of the climate crisis feature 

melting ice caps, polar bears and more broadly extreme weather events (Manzo, 2010; O’Neill et al., 

2013; Smith & Joffe, 2009). However, research has identified that climate visuals rarely include 
people (Wang et al., 2018), despite the argument that without people climate visuals fail to promote 

salience as they may lead to individuals feeling removed from the issue (Corner, Webster & Teriete, 
2015; Braasch, 2013). 

AI-generated imagery could extend the range of image types used to communicate the impacts of 

the climate crisis. Further, AI-generated imagery has the ability to insert people into future climate 

scenarios, which has the potential to engage publics. Recently, AI filters have increased in popularity 
on social media platforms, such as TikTok. The “aged” filter on TikTok, which allows users to watch 

themselves age up to 50 years in real time has featured in over nine million videos on the platform 
(The Economic Times, 2023). The popularity of this filter, and other AI-assisted filters and apps, 
demonstrate public interest in reimaging themselves and their realities through AI. Therefore, it is 

worth climate communicators exploring whether this interest can be extended to informing and 
engaging publics with climate science, mitigation behaviours and inciting action. 

 
As climate crisis impacts become more pervasive it is imperative that communicators engage with 
new technologies to reach a wider audience, and incite action towards climate goals. However, with 

new technology ethical considerations must be discussed. For example, AI algorithms have been 

found to show bias, due to the nature of training data used (Chen et al., 2023). Moreover, AI-imagery 
potentially catastrophizing the climate crisis could have impacts on users mental and emotional 

states. Further, AI predictions may be inaccurate leading to the spread of misinformation, which 
must be considered by researchers and communicators alike. 
 

This study explores the ways in which AI-generated images can be used for climate communications, 

whether AI-generated images could be an effective communication tool and the ethical 
considerations associated with utilising AI-generated imagery as a communication strategy. 
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How do laypeople assess their trust in LLM-based chatbots when they seek 

science-related information? Results from a qualitative interview study using 

a hybrid trust approach  

Evelyn Jonas, Esther Greussing, Monika Taddicken  

Based on large language models (LLMs), chatbots like ChatGPT or Bing Chat can simplify complex 

content for laypeople and are therefore discussed as emerging intermediaries for health and 

science-related information (Ma & Hou, 2023; Schäfer, 2023). However, concerns regarding an AI-

driven potential deterioration of information quality (Jungherr & Schroeder, 2023) reintroduce the 
question of who – or what – laypeople trust when navigating complex scientific issues within digital 

information environments (Bromme & Kienhues, 2014). This study explores trust in LLM-based 
chatbots as intermediaries for science-related information. 

Trust is defined as a multidimensional relationship variable between a trustor and a trustee 
embedded in a situation of uncertainty and risk (Reif, 2021), traditionally drawing a conceptual 
distinction between technology trust (i.e., human trust in technologies) and interpersonal trust. The 

former includes the dimensions functionality, reliability and helpfulness (Mcknight et al., 2011), 
understood as reasons the trustor trusts the trustee. However, as users tend to perceive AI-based 

conversational interfaces in a human-like manner (Reeves & Nass, 1996; Ma & Huo, 2023), traditional 
notions of trust in technologies fall short to address trust in LLM-based chatbots, leading to a 

combination with concepts of interpersonal trust (Choung et al., 2022; Weidmüller, 2022). 
Considering the context of science communication, our study adopts this hybrid trust approach, 

extending technology trust with dimensions of epistemic trust, namely expertise, integrity, and 
benevolence (Hendriks et al., 2015; Mayer et al., 1995). 

Moreover, AI-based applications encompass various layers, e.g., the application itself or the 
developers and the company behind it (Solomon & Wash, 2014). These can vary in their salience 

during interactions (Guzman, 2019) and thereby influence users trust assessment. Yet, it is uncertain 
whether users recognize different layers of the LLM-based trustee at all and if so, whether they 

associate them with all or only certain dimensions of technology and epistemic trust. 

RQ1: Which layers of LLM-based chatbots are users aware of while assessing their trust in the 

context of searching for science-related information? 

Finally, trust is considered to be domain-specific (Mayer et al., 1995). This implies that the 
type of information presented by LLM-based chatbots can shape trustors’ expectations towards the 

chatbot and influence the characteristics deemed relevant for assessing trustworthiness. 
Consequently, for topics characterised by greater individual involvement, such as health-related 

issues, interpersonal trust dimensions may be more relevant to the human trustor than for topics 
with no direct individual implications (Weidmüller, 2022). 

RQ2: How relevant is the type of information for user's trust assessment in LLM-based 
chatbots? 
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Method 

We address these research questions with qualitative interviews. From June to August 2023, two 
researchers interviewed n = 34 people from the German general public (52.9 % female, mean age = 
38.3 years (SD = 17.4), 58.8 % with prior chatbots experience) focusing on their perception and 

evaluation of LLM-based chatbots (⌀-duration: 2 hours). During this they used ChatGPT and Bing 

Chat to obtain scientific information on the topics of sustainable aviation (low personal 
involvement) and juice cleansing (high personal involvement). The verbatim transcribed interviews 
were analysed using flexible coding (Deterding & Waters, 2021). 

Results 

(RQ1) When assessing trust, participants not only referred to the LLM-based chatbots themselves, 
but also considered other layers, i.e., users, developers or companies. The last two appear to be 

salient in evaluating integrity (adherence to social and scientific standards and norms) and 
benevolence (concern for users’ well-being). For example, regarding chatbots’ adherence to 
scientific standards, interviewee 13 noted an underlying entity that dictates source prioritisation: 

“With Bing, I had the impression that the sources displayed were selected reasonably [...]. There is 
probably also a prioritisation behind it, [...] which is designed in the system, which has something to 
do with [...] scientific standards”. Those findings suggest that it is not sufficient to consider trust in 
the application itself decoupled from trust in the underlying entities, turning LLM-based chatbots 

into complex objects of trust. 

(RQ2) The interviews indicate a varying relevance of certain trust dimensions based on the 
nature of the topic. Regarding juice cleansing, some participants found ChatGPT’s advice to consult 

professional doctors more personal and as an expression of interest in human well-being 
(benevolence), enhancing its trustworthiness. For sustainable aviation, perceived by some 

participants as a politicised issue, the main expectation was to receive a neutral, balanced and 
unemotional presentation of the facts. In this context, expectations related to benevolence were 
rarely addressed. It can be assumed that LLM-based chatbots as information intermediaries have to 

fulfil different, topic-sensitive functions, presumably enabled by their ample space of possible 

utilisations offered to the users. 

This study offers valuable insights into user trust in LLM-based chatbots as intermediaries 
for science-related information, deepening our understanding of human-AI-communication in 

information search processes and stressing the importance to consider the information context and 
the trustee’s complexity in future research on trust. Expanding technology trust dimensions with 

epistemic trust dimensions appears to be gainful, as it reveals that users perceive chatbots as multi-
layered trustees, linking dimensions like benevolence to both technical systems and their 

developers/companies. Limitations include a controlled laboratory environment as well as the 
analysis of verbalized behaviour not fully reflecting natural use cases. 
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‘Not for me’: An exploratory study into inclusive science communication 

about artificial intelligence in the Netherlands 

Anne M. Dijkstra, Pien Spanjaard  

Artificial intelligence (AI) applications, such as chatbots and recommendation systems, have 
become well-established tools which are integrated in many daily activities, while other applications 
as self-driving cars and social robots are developing fast. However, its development and use are not 

without consequences. AI is already radically impacting daily life, creating benefits but also raising 
concerns, for instance, about algorithmic discrimination, privacy and responsibility. AI operates in a 
social context, therefore, it is essential to consider how it affects citizens (cf Foulds et al, 2020). 
Science communication and engagement activities are core to these processes, however, these also 

have proven to structurally exclude and underrepresent minority groups of citizens (Dawson, 2018) 
even though these citizens are at the highest risk of experiencing negative consequences of AI 
applications. 

 
Our study aimed to gain insight into those underrepresented citizens’ views and experiences with 

inclusion on the topic of AI in relation to science communication and engagement activities. Citizens 
from neighbourhoods with a higher average of inhabitants from a lower socio-economic-status 

(SES) in the city of Enschede in the Netherlands were recruited at the local shopping mall and asked 

to participate in semi-structured interviews. In total, 19 citizens ranging in age from 22 to 63 years 

and from different backgrounds participated with the majority having completed a lower or middle 

level of education. Participants’ perceptions of AI, their behaviour regarding information about AI, 
their intent and motivations to participate in science communication activities about AI, and their 
wishes, needs and recommendations for future activities were collected. The interviews were 

transcribed and analysed thematically using a combination of both deductive and inductive coding. 

 

Participants gave detailed and nuanced accounts of their attitudes towards AI and their experiences 

with and perceptions of science communication and engagement activities about AI. Although they 

considered AI an important topic and held strong opinions about, in particular, the risks; a paradox 

existed regarding their information and engagement levels. Few participants who expressed a high 

level of interest in AI also regularly or occasionally consumed information about AI. They did so 
mainly through the mainstream media, internet, entertainment media or peers. However, the 

majority of the participants did not engage with any information about the topic. When inquired, 
lack of innate interest, mental health, age or perceived lack of influence were given as motivations. 

 
Additionally, all but a few interviewees supported the idea of science communication activities on 
AI, while them majority signaled low intentions to join. The participants experienced a large gap 

between themselves and regular science communication-audiences. As said by Romero-Rodriquez 

et al. (2021), binary views, also held by the participants, create borders between groups. Barriers 
were material (financial, logistic) and social-emotional (feelings of alienation and shame, 
concentration issues, lack of mental space, age). The participants suggested more accessible, 

practical, welcoming and pro-active initiatives. 
 

Overall, the participants were more knowledgeable and interested in AI than both researchers and 

even the participants themselves had anticipated. The majority of the interviewees were not 
opposed to engaging in science communication and engagement activities about AI. However, many 
barriers prevented participation. The findings contribute to dismantling the beliefs that citizens are 

ignorant and unfit to engage in activities and discussions about science and technology, due to a 
lack of understanding or interest. To create equal opportunities for all citizens to engage in AI 



Parallel Panel IV: QUALITATIVE RESEARCH ON AI PERCEPTIONS 

56 

activities, exclusionary structures should be removed to make the activities better accessible and 

more inclusive. 
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How issues travel across social conversation: The case of AI in Italy 

Massimiano Bucchi, Eliana Fattorini 

The paper analyses public perception and discussion of AI within the framework of science 

communication as the social conversation around science (Bucchi and Trench, 2021).  
The idea of science communication as social conversation around science is an inclusive 
definition that encompasses a wide range of formats and configurations, a spectrum with 

different degrees of formalization and purposiveness; from the more hierarchical to the more 

participatory; from closed to open formats. 

 

 

In terms of communication models, the spectrum ranges from dissemination to dialogue to 
participation. Science communication issues can travel across this spectrum in different ways 

and directions: an issue can initially be introduced in terms of dissemination and then move 

towards more participatory and even conflictual configurations (e.g. nuclear energy, GMOs). Vice 
versa, issues can be introduced and fostered into the social conversation by citizen mobilization 

(e.g. specific health or environmental issues). Research activities and results can inspire – but also 
be inspired by - fictional content (e.g. robotics, space exploration). 

 

The case of AI is particularly interesting in this respect (Brause, Zeng, Schäfer & Katzenbach, 
2023; Schäfer & Metag, 2021). Recent data from Observa Science in Society monitor (a regular 

monitor of public perception and attitudes to science and technology that has been in place 
since 2003), for example, show that citizens recognize their general lack of information on AI, 
asking at the same time for rigid regulation. The issue is moving fluidly across the spectrum of 

social conversation, from a dissemination-like configuration (e.g. “what is AI?”) to a more 

dialogic (“what are the implications for work and the economy?”) and even controversial 
configuration (contested futures; regulation and governance; e.g. in connection with the 

temporary ban of ChatGPT in Italy in the spring of 2023, the London international policy meeting 
and the temporary firing of OpenAI CEO in November 2023).  

 

Drawing upon quantitative data of public perception (another data collection is expected in Spring 

2024) and qualitative analysis of media narratives (with a special focus on visual elements), the 
paper will focus on what we can learn from this case in terms of our conceptual understanding of 
science communication. 
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The future of science communication - which role plays generative AI? A 

Delphi study with communicators and scientists  

Josephine B. Schmitt, Matthias Begenat, Sandra Kero, Jasmin Baake  

Looking at the (highly probable) future of science communication, it is no longer just about new 

formats that are distributed via digital platforms, but also about the production of synthetic media. 
Synthetic media refers to media products such as texts (including translations into all kinds of 

languages), videos, images and audio that are modified or generated using AI (Heesen et al., 2023; 

WDR Innovation Hub, 2021). Combined with each other, the tools can save a lot of resources (time, 
budget, labor). They allow for more extensive and versatile content production and new types of 

formats that would not be possible without their use. Large amounts of data can be processed and 
presented, complex phenomena can be introduced to the audience through interactive and 

immersive experiences. The disruptive potential of generative AI becomes even clearer when new 
developments that are already available one year after the release of ChatGPT are also considered 
(such as using ChatGPT through voice input and output, self-customized versions of ChatGPT for 

specific purposes, integration of AI in social media or new devices). The dynamics of progress will 
probably show that by the time of the conference, many of the applications mentioned in the 

submissions will already be outdated. 
 

Until now, the structural change in scientific communication brought about by digitalization has 
been described along various dimensions: Pluralization and professionalization of actors, 

dynamization of processes, globalization of communication spaces, personalization, 

rationalization and economization of communication (Vowe, 2016; Weingart, 2017). In many cases, 
this is accompanied by concerns about a loss of quality and trust (Boothby et al., 2021; Rubin et al., 
2022). In the future, AI will have a direct impact on the targets of scientific literacy and trust and will 

present science communication with challenges that have not yet been considered (for a scenario 
for the development of universities and translation services, Seemann, 2023). 

 
Synthetic content often impresses with its completeness, accuracy and, especially in the case of 
images and videos, its realistic representation. At the same time, however, there is something 

artificial about synthetic media that is often (still) easy to recognize and therefore unsettling 
(Schwind et al., 2018). The use of AI also has direct implications for professional ethics and quality 

standards in science communication. A possible loss of quality in communication due to improper 
or careless use could lead to an erosion of trust in science. 

 
In various areas of society, such as journalism, the benefits and risks of the new AI tools are already 
being discussed (Heesen et al. 2023). In science communication, the specialist public and 
practitioners still seem largely unprepared. The current guidelines for science communication from 

various institutions do not (yet) reflect the possibilities outlined above (Deutscher Rat für Public 

Relations, 2022; Wissenschaft im Dialog & Bundesverband Hochschulkommunikation, 2016). 

Similarly, the "Perspectives for action in science communication" of #FACTORYWISSKOMM does 
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not contain any further explanations on this topic, only the keywords "artificial intelligence" and 

"automation" (FactoryWisskomm, 2021). We would like to fill this gap. And we would also like to 
interlink operative science communication and scientific research. 
 

The question regarding the use of AI in science communication is not whether AI generated content 

is used in science communication, but how and under what ethical and legal framework conditions. 

 

Method 

Whether and how AI applications are part of the professional practice of science communicators 
and what use and impact assumptions they have and predict for synthetic content will be recorded 

by two Delphi studies with science communicators and researchers with a focus on science 
communication and AI. These studies will take place over the course of two years to reflect the 

dynamics of the field. In at least two written, standardized survey rounds and discussions in focus 
groups, well-founded assessments are collected. Based on the statements of the other group 

(researchers or practitioners) the experts can correct or expand their statements. The aim of the 
survey rounds is to record consensus and dissent in judgments (Döring & Bortz, 2016). Based on the 
experts' assessments, potential fields of application and the feasibility of AI in content production 
can be identified. At the same time, challenges in practice can be recognized. In this way, the 

necessary skills of communicators can be determined in order to produce quality-assured content. 

 

Until the conference we will have finished the first round of the Delphi study with science 
communicators and researchers. We will discuss first results. 
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University communication in the age of AI: First insights into the use and 

perspectives of generative AI tools  

Justus Henke  

This study examines recent developments in higher education communication in the age of artificial 
intelligence, focusing on the impact of generative AI tools such as ChatGPT. The increasing 
proliferation of artificial intelligence (AI) is significantly influencing the higher education landscape, 

not only in research and teaching but also in communication and organizational development. 
Generative AI tools will likely play an important role in the future of science communication, yet 
there is currently little research in this area (Schäfer, 2023). Higher education communication has 
already transformed significantly through digitalization, now utilizing numerous additional 

communication channels (Neuberger et al., 2021). Social media, for example, enables direct 
dialogue between universities and their target groups, but the future role of generative AI in this 
area remains unclear. Despite their potential to improve the efficiency and reach of 

communication, cautious use is currently advised (Fecher et al., 2023; Stokel-Walker & Van 
Noorden, 2023). 

Drawing on concepts from Human-Machine-Communication (Guzman, 2018), Socio-technical 

Systems (Bijker et al., 2012; Orlikowski, 1992) and Technology-Acceptance-Model (Davis, 1986), this 
study derives the question: What are the expectations and perceived capabilities of generative AI 

tools among communication professionals in German universities, and how do these perceptions 

influence their acceptance and use of such technologies? These topics were the subject of an online 

survey conducted among the press offices and communication departments of all German 
universities in May 2023. A follow-up survey is planned for spring 2024. 

Key findings of the survey indicate that while many universities have already experimented with 

ChatGPT, only a minority (22%) regularly use such chatbots in their communication work. There is 
a prevailing view that AI tools mainly offer efficiency gains, but not significant quality 

improvements. Other chatbots with integrated web search (e.g., Bing Chat) or document analysis 

(e.g., ChatPDF) are well-known, but their usage is low. The highest usage frequency is seen in AI-

supported translation and language correction tools (e.g., DeepL, Grammarly) with 73% regular 

usage. Most respondents expressed mixed feelings about their satisfaction with these tools, with 

only a small number expressing high satisfaction or dissatisfaction. Most have not yet seen 
significant improvements in efficiency or changes in work practices as a result of using AI tools. 
However, the expectation for AI tools is predominantly time saving in content creation. 

Surprisingly, functions related to personalized communication and quality improvement of 

communication were deemed less important. Challenges in using AI tools include technical 
difficulties, suboptimal application, lack of adaptability, and insufficient training opportunities, as 
mentioned by respondents. 

The survey findings align with existing literature and present a complex view of AI in university 
communications, highlighting critical challenges such as data protection (Arthur et al., 2023; 

Ninaus & Sailer, 2022; Zawacki-Richter et al., 2019) and the difficulty in distinguishing fact from 

fiction (Rawte et al., 2023; Zhang et al., 2023). Ethical considerations draw significant attention, 

aligning with concerns in academic discourse (Azaria et al., 2023; Dutta, 2023; Fecher et al., 2023), 
underscoring the urgent need for ethical guidelines. While few fear job losses, highlighting concerns 
over the digital divide and role displacement (Munoriyarwa et al., 2023; Noain-Sánchez, 2022; Peña-
Fernández et al., 2023; Ray, 2023), the potential of AI to automate tasks and enhance 

communication efficiency is confirmed (Matz et al., 2023; Parycek et al., 2023). Yet, there is room for 
greater emphasis on personalized communication and quality improvement beyond mere 

efficiency gains. 

The findings suggest a need for strategic alignment (Volk & Zerfass, 2020) in university 
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communications, emphasizing adaptive policies for navigating AI complexities. This approach calls 

for a balance between strategic planning and flexibility to address emerging issues in AI adoption. 
Not only are challenges to be overcome, but the potentials, especially those that have received 
little attention, need to be more prominently considered: Generative AI has the potential to not 

only increase efficiency but also significantly enhance the quality of communication. 

 

References 
Arthur, L., Costello, J., Hardy, J., O’Brien, W., Rea, J., Rees, G., & Ganev, G. (2023). On the Challenges of Deploying Privacy- 

Preserving Synthetic Data in the Enterprise. https://doi.org/10.48550/ARXIV.2307.04208 

Azaria, A., Azoulay, R., & Reches, S. (2023). ChatGPT is a Remarkable Tool For Experts. 

https://doi.org/10.48550/ARXIV.2306.03102 

Bijker, W. E., Hughes, T. P., & Pinch, T. (Hrsg.). (2012). The social construction of technological systems: New directions in 

the sociology and history of technology (Anniversary ed). MIT Press. 

Davis, F. D. (1986). A technology acceptance model for empirically testing new end-user information systems: Theory and 

results [Phd, Massachusetts Institute of Technology]. http://hdl.handle.net/1721.1/15192 

Dutta. (2023). The Ethics of Artificial Intelligence in Legal Decision Making: An Empirical Study. Psychology and 

Education, 55(01). https://doi.org/10.48047/pne.2018.55.1.38 

Fecher, B., Hebing, M., Laufer, M., Pohle, J., & Sofsky, F. (2023). Friend or foe? Exploring the implications of large language 

models on the science system. AI & SOCIETY. https://doi.org/10.1007/s00146-023-01791-1 

Guzman, A. L. (2018). Human-Machine Communication. https://www.peterlang.com/document/1055458 

Matz, S., Teeny, J., Vaid, S. S., Peters, H., Harari, G. M., & Cerf, M. (2023). The Potential of Generative AI for Personalized 

Persuasion at Scale [Preprint]. PsyArXiv. https://doi.org/10.31234/osf.io/rn97c 

Munoriyarwa, A., Chiumbu, S., & Motsaathebe, G. (2023). Artificial Intelligence Practices in Everyday News Production: 

The Case of South Africa’s Mainstream Newsrooms. Journalism Practice, 17(7), 1374–1392. 

https://doi.org/10.1080/17512786.2021.1984976 

Neuberger, C., Weingart, P., Fähnrich, B., Fecher, B., Schäfer, M. S., Schmid-Petri, H., & Wagner, G. G. (2021). Der digitale 

Wandel der Wissenschaftskommunikation. Wissenschaftspolitik im Dialog, 63. 

Ninaus, M., & Sailer, M. (2022). Zwischen Mensch und Maschine: Künstliche Intelligenz zur Förderung von Lernprozessen. 

Lernen und Lernstörungen, 11(4), 2235-0977/a000386. https://doi.org/10.1024/2235-0977/a000386 

Noain-Sánchez, A. (2022). Addressing the Impact of Artificial Intelligence on Journalism: The perception of experts, 

journalists and academics. Communication & Society, 35(3), 105–121. https://doi.org/10.15581/003.35.3.105-

121 

Orlikowski, W. J. (1992). The Duality of Technology: Rethinking the Concept of Technology in Organizations. Organization 

Science, 3(3), 398–427. JSTOR. 

Parycek, P., Schmid, V., & Novak, A.-S. (2023). Artificial Intelligence (AI) and Automation in Administrative Procedures: 

Potentials, Limitations, and Framework Conditions. Journal of the Knowledge Economy. 

https://doi.org/10.1007/s13132-023- 01433-3  

Peña-Fernández, S., Meso-Ayerdi, K., Larrondo-Ureta, A., & Díaz-Noci, J. (2023). Without journalists, there is no 

journalism: The social dimension of generative artificial intelligence in the media. El Profesional de la 

información, e320227. https://doi.org/10.3145/epi.2023.mar.27 

Rawte, V., Sheth, A., & Das, A. (2023). A Survey of Hallucination in Large Foundation Models. 

https://doi.org/10.48550/ARXIV.2309.05922 

Ray, P. P. (2023). ChatGPT: A comprehensive review on background, applications, key challenges, bias, ethics, limitations 

and future scope. Internet of Things and Cyber-Physical Systems, 3, 121–154. 

https://doi.org/10.1016/j.iotcps.2023.04.003  

Schäfer, M. S. (2023). The Notorious GPT: Science communication in the age of artificial intelligence. Journal of Science 

Communication, 22(2), Y02. https://doi.org/10.22323/2.22020402 

Stokel-Walker, C., & Van Noorden, R. (2023). What ChatGPT and generative AI mean for science. Nature, 614(7947), 214–

216. https://doi.org/10.1038/d41586-023-00340-6  

Volk, S. C., & Zerfass, A. (2020). Alignment: Explicating a key concept in strategic communication. Future directions of 

strategic communication, 105–123. 

Zawacki-Richter, O., Marín, V. I., Bond, M., & Gouverneur, F. (2019). Systematic review of research on artificial intelligence 

applications in higher education – where are the educators? International Journal of Educational Technology in 

Higher Education, 16(1), 39. https://doi.org/10.1186/s41239-019-0171-0  

Zhang, S., Heck, P. R., Meyer, M. N., Chabris, C. F., Goldstein, D. G., & Hofman, J. M. (2023). An illusion of predictability in 

scientific results: Even experts confuse inferential uncertainty and outcome variability. Proceedings of the 

National Academy of Sciences, 120(33), e2302491120. https://doi.org/10.1073/pnas.2302491120 

  

https://doi.org/10.1007/s13132-023-%2001433-3
https://doi.org/10.1016/j.iotcps.2023.04.003
https://doi.org/10.1038/d41586-023-00340-6
https://doi.org/10.1186/s41239-019-0171-0
https://doi.org/10.1073/pnas.2302491120


Panel V: COMMUNICATING WITH AI IN SCIENCE JOURNALISM AND SCIENCE COMMUNICATION 

63 

Meet my new colleague, ChatGPT: How German science journalists perceive 

and use generative Artificial Intelligence in the selection, production, and 

distribution of news 

Lars Guenther, Jessica Kunert, Bernhard Goodwin 

“Artificial intelligence and the future of journalism go hand-in-hand” (Dhiman, 2023, p. 6) – this 
is what research on the topic often proclaims. Indeed, new developments regarding (generative) 
Artificial Intelligence (AI) have either been heralded as a savior or feared as the death of journalism 
(e.g., Borchardt, 2022; Broussard et al., 2019; Deuze & Beckett, 2022; Hansen et al., 2017; Moran & 
Shaikh, 2022; Soto-Sanfiel et al., 2022). Among the discussed benefits of AI are increased 

efficiency, reduced costs, and enhanced user experience (e.g., Beckett, 2019; Dhiman, 2023; 
Kunert, 2020; Stray, 2019). Nevertheless, there is also a strong focus on the risks, such as the 
increasing lack of autonomy, e.g., when it comes to dependency from AI companies (e.g., 

“infrastructure capture”, Simon, 2022; see also Borchardt, 2022; Cools et al., 2021) as well as 

questions of accuracy, bias, transparency, and accountability (e.g., Beckett, 2019; Broussard et 
al., 2019; Dhiman, 2023; Hansen et al., 2017). Only a few media companies have started to put 
their ideas into AI guidelines or an AI strategy (e.g., Beckett, 2019; Hansen et al., 2017). These 

developments concern the whole process of making news, from selection, to production, to 

distribution (e.g., Beckett, 2019; Deuze & Beckett, 2022; Dhiman, 2023; Moran & Shaikh, 2022; 

Pavlik, 2023; Simon, 2022). Often, the pressing question is which tasks will be given to 

(generative) AI and which will remain with human journalists (e.g., Moran & Shaikh, 2022).  
While this concerns journalism overall, it also concerns science journalism, which is 

further been seen as to be in crisis (e.g., Guenther, 2019; Maiden et al., 2023; Schäfer, 2023). For a 

long time, scholars have not expected that science journalism would be a suitable journalistic 
beat for generative AI (e.g., due to complexities and scientific uncertainty); however, this seems 

to be changing (e.g., Tatalovic, 2018). Research so far has focused on AI tool development for 
science journalists (e.g., Vadapalli et al., 2018), how they assess AI tools (Maiden et al., 2023), or 

how audiences evaluate AI authorship for science journalistic articles (e.g., Lermann Henestrosa, 

Greving, & Kimmerle, 2023). However, how science journalists themselves perceive generative AI 
and how they use it as part of their practices has yet to be addressed. A research endeavor like 
this falls into the “communication with AI” avenue for which Schäfer (2023) called scholars to 
work on. Insights generated by this research could shed light on the question if generative AI will 

likely expand on the crisis of science journalism or if it could potentially counteract it.  
 
We make use of the Technology Acceptance Model (Davis, 1989; see also Soto-Sanfiel et 

al., 2022 for a similar approach), including its extensions and connections to the Theory of 

Reasoned Action and the Theory of Planned Behavior (Fishbein & Ajzen, 2010). According to these 

theories, the individual use of a new technology (such as generative AI) in a work context is 
affected by components such as the perceived usefulness of the technology, the perceived ease 
of use, attitudes towards using the technology, (injunctive and descriptive) subjective norms, 
and control beliefs. In this study, we adopt central elements of these theoretical approaches, to 

apply them to (science) journalistic practices. More specifically, we want to explore the actual 
behavior of German science journalists with regards to using generative AI to select, produce, 
and distribute news, the attitudes they have, the chances and risks they see (including ethical 

components), the social settings and norms in which this happens, as well as the future 

developments they think are likely. Based on that, the central research question (RQ) of this 
paper is: 

How do German science journalists perceive and use generative Artificial Intelligence when 
selecting, producing, and distributing news? 
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To answer this RQ, we are currently conducting semi-structured interviews with 30 

German science journalists. To include various perspectives, we selected journalists from leading 
media organizations such as public and private TV, (online) daily and weekly newspapers/news 
magazines, radio, science magazines, and podcasts. Selected individuals were approached and 

asked to take part in an (online) interview, led by trained interviewers. The interview guide covers 

all aspects of the theoretical models (Davis, 1989, Fishbein & Ajzen, 2010), extended by current 
research insights (e.g., Broussard et al., 2019; Beckett, 2019; Deuze & Beckett, 2022; Dhiman, 
2023; Hansen et al., 2017; Moran & Shaikh, 2022; Pavlik, 2023; Simon, 2022; Stray, 2019). More 

specifically, we ask how the targeted science journalists are using generative AI when selecting, 
producing, and distributing news, what AI tools they use, what benefits they see, what risks they 

see (including autonomy, accuracy, bias, transparency, and accountability issues), if the 
company they work for has AI guidelines or an AI strategy, how their colleagues are using it, 
general attitudes towards generative AI, and future implications of generative AI for science 

journalism. 

 

While we cannot present findings yet, we can emphasize that by June 2024, when the 
conference will take place, we will have applied qualitative content analysis to the interview 
transcripts and will be able to answer the RQ, and hence, how German science journalists 
perceive and use generative AI when selecting, producing, and distributing news. Given that 

(science) journalism is moving towards integration with generative AI, the insights of this study 
will shed light on the question if generative AI fuels the crisis of science journalism or has the 

potential to counteract it. 
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“Chat GPT, is the influenza vaccination useful?” Comparing perceived 

argument strength and correctness of pro-vaccination-arguments from AI 

and scientific experts  

Selina A. Beckmann, Elena Link, Marko Bachl  

Artificial intelligence (AI) has become increasingly important and has attracted much public 

attention with the emergence of publicly available large language models (LLMs) such as ChatGPT 

(e.g. Schäfer, 2023). Such innovative technologies allow not only humans but also machines to 

produce content that can be used to inform or persuade (Palmer & Spirling, 2023) for example about 
the preventive health care measure of vaccination. As vaccine hesitancy is among the ten most 
crucial threats to global health (World Health Organization, 2019), this study examines the ability of 

LLMs compared to health experts from science to provide convincing arguments. We focus on the 
influenza vaccination, as this established vaccination is recommended annually for a large 

proportion of the German population (Robert Koch-Institut, 2023). 
 

Previous research shows that the quality of AI-generated text is rated better than human-generated 
text when the source of the information is unknown, for example in the context of health 

recommendations such as vaccination against Covid 19 (Karinshak et al., 2023) or folic acid intake 
during pregnancy (Lim & Schmälzle, 2023). However, extant research revealed that the labelling as 
AI or LLM influences individuals’ assessment as well as its persuasive impact. Research across 

various fields such as health communication, robot journalism, or marketing (e.g., Graefe et al., 
2018; Palmer & Spirling, 2023) result in heterogenous results. Whereas in the US and the Netherlands 

labelling a message as algorithmically generated leads to lower quality ratings (Graefe et al., 2018; 

Waddell, 2018; Zheng et al., 2018), findings from China and South Korea show that algorithmically 
generated texts are rated more positively than human-generated texts (Jung et al., 2017; Zheng et 
al., 2018). Building on this state of research, we focus on Germany and analyse the perception of 

different arguments about influenza vaccination generated by AI or scientific experts. In a first study, 
we investigate which arguments are perceived as strong or weak (RQ 1). Further, we test whether 

arguments generated by AI are perceived as qualitatively better than those generated by scientific 
experts. Based on the current state of research, it is assumed that arguments generated by AI are 
rated to possess a higher argument strength (H1a) as well as correctness (H1b) than arguments 

written by scientific experts. In a second study, the labelling of the argument will be supplemented. 
 

Method 
A two-study design is planned. In this abstract, we focus on the first experimental study. To analyse 

the research question and test the hypotheses, an online survey applying a within-person 
experimental design (N = 294; 48.6% female, age: M = 56.73, SD = 14.81) recruited via an online access 
panel representative for a region in south Germany was conducted in November 2023. The 

respondents were asked to rate the quality of eight statements about influenza vaccination. Four of 
these arguments were generated using ChatGPT. Four everyday prompts were used to generate the 

AI arguments (e.g. "Is the influenza vaccination useful?"). ChatGPT was instructed to extract the 

strongest arguments from the responses, which in turn identified four recurring themes (see Table 
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1). One argument per theme was randomly selected for quality assessment. For the arguments of 

the scientific experts, the websites of the Robert Koch-Institute and the Federal Centre for Health 
Education were searched for arguments that corresponded thematically to the four AI arguments to 
establish comparability of content. Argument quality was assessed by combining perceived 

argument strength (PAS) (Zhao et al., 2011) and correctness (Kohring & Matthes, 2004), which 

includes most aspects of quality analysed in previous studies. RQ 1 was answered by descriptive 
analysis, RM-ANOVAs were conducted to test the hypotheses 1a/b. 
 

Results of study 1 and discussion 
Regarding RQ 1, we found that participants gave higher ratings to correctness than to PAS for almost 

all arguments (see Table 1). The assessments of the arguments seemed to be related to their 
thematic background. For PAS, the strongest argument is the scientific experts about the reduction 
of individual risks through vaccination, whereas the same AI argument received the lowest rating. 

The strength of the argument about protection against serious illness was also rated positive 

independent of the AI or expert version. Nevertheless, both experts and AI generated rather 

convincing arguments. Concerning H1, the results of the RM-ANOVAs showed that both the 
evaluation of PAS (F(1,250) = 65.65, p < .001, ηp2 = .208, f = .26) and correctness (F(1,268) = 25.35, p < 
.001, ηp2 = .086, f = .09) depend on the source of the argument. The PAS and correctness of 
arguments from scientific experts were significantly higher than that of arguments generated by AI 

(see Table 1). Thus, H1a and H1b need to be rejected. 
 

 
 
To sum up, the study does not confirm previous research on quality perceptions when the source 

remains unknown. While the strongest arguments come from both, experts and AI, the overall 

results show that experts' arguments are rated better in terms of PAS and correctness. One possible 
reason for this could be the methodology used to generate the AI arguments, which differs from 

other studies training ChatGPT in advance. In our case, we aimed to simulate everyday use as closely 
as possible. 

Building on previous research, the second study will investigate whether the labelling of the source 
of the text has an impact on individuals’ assessment. In addition, the mechanisms behind the quality 

ratings of texts with different labels, in particular innovativeness and trust (Jung et al., 2017) will be 
investigated in more detail. The presentation will cover results of both studies.  
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How Generative AI Imagines and Communicates Science: Interviewing 

ChatGPT from the perspective of different audience segments 

Sophia C. Volk, Mike S. Schäfer, Damiano Lombardi, Daniela Mahl, Xiaoyue Yan 

Generative AI tools like ChatGPT have already, and will increasingly, become important sources of 
information about a wide range of topics. This also includes science (Fecher et al., 2023). In 
Germany, 64% of the population has heard of ChatGPT and 50% appreciate that it "allows complex 

scientific and research issues to be explained in a very simplified way" (WiD, 2023). 

 
Conceptual Framework 
Even though research on generative AI has mushroomed in recent months, its role in science 

communication is still underresearched (Schäfer, 2023). Therefore, analyzing how ChatGPT 

portrays science is important – especially given that many scholars assume that AI tools contain 
biases (Corless, 2023; Dwivedi et al., 2023; Hosseini et al., 2023), potentially reproducing “the same 

old trivialities and stereotypes” (Teubner et al., 2023, p. 99). Yet, since the underlying data of the 
model is proprietary, science-related biases potentially included in ChatGPT are not known. 
Hence, we ask: 

• RQ1: How does ChatGPT present science and related issues? 
 

Given that ChatGPT takes information provided in user profiles into account when responding to 

queries (OpenAI, 2023), it is plausible to assume that different audiences will receive different 
answers (Chen et al., 2022). However, since the specific training of ChatGPT is opaque, it remains 

unclear to what extent answers are targeted to different users. The possibility that different 
audience segments with varying perceptions of science – from supportive to critical (Schäfer et al., 
2018) – may receive different (potentially biased) answers by ChatGPT evokes concern. We ask: 

• RQ2: Inhowfar do responses differ across user profiles? 

 

Finally, since prior analyses show differences in performance between the variants GPT-3.5 (free) 
and GPT-4 (paid) with regard to science-related issues (Bulian et al., 2023), this study aims to 
compare them. We ask: 

• RQ3: Inhowfar do responses differ between GPT-3.5 and GPT-4? 

 

Method 

We first developed a set of “interview questions” to be answered by ChatGPT, structured into four 
blocks: (1) science and scientists, (2) science and the public, (3) scientific misbehavior, (4) 

controversial scientific topics. Second, we set up five user profiles for GPT-3.5 and GPT-4, 

respectively. One user profile description remained blank — representative of the likely usage by 
most users. The remaining four user profiles contained descriptions that aligned with the four 

audience segments of science communication proposed by Schäfer et al. (2018): Sciencephiles, 
Critically Interested, Passive Supporters, Disengaged. For each profile, we added statements like “I 
have a high interest in science” to reflect different attitudes toward science. Then we conducted N 

= 40 “interviews” with ChatGPT: eight per profile, four per GPT version. We used qualitative content 
analysis in MAXQDA to reconstruct how ChatGPT imagines science. Additionally, we used 
computational content analysis to identify differences in words and sentences per interview, lexical 
readability and diversity, and academic vocabulary. 

 
Results 

RQ1: The answers generated by ChatGPT predominantly associate science with STEM fields and a 
positivist-empiricist approach. ChatGPT, overall, takes a positive stance toward science, stating that 
science “can generally be trusted as a reliable and systematic method”, but also mentioning that “it 
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is not infallible”. The relationship between science and the public is described as important, but 

science communication is imagined primarily as a one-way transfer of knowledge. In quantitative 
terms, ChatGPT’s responses are very difficult to read with an average Flesch Reading Ease Score 
(FRES) of 20.3. 

 

RQ2: While there are strong similarities in substance across user profiles, the qualitative analysis 
reveals differences in the degree of user-personalized answers. These are more pronounced for the 
Disengaged and Critically Interested. For example, for the latter segment, ChatGPT generates 

answers stating that “your interests and beliefs about science make you well-suited for a nuanced 
understanding of this issue”. The quantitative analysis reveals minor differences: Figure 1 shows 
that, on average, the blank profile receives longer responses than the four user profiles. Responses 

for the Sciencephiles are on average the most difficult to understand (M = 19.9) and contain more 

academic vocabulary (M = 61.3%). In contrast, the answers for the Disengaged are the easiest to read 
(M = 21) and contain least academic vocabulary (M = 60%). References in the responses are most 
frequently provided for the Sciencephiles (n = 147) and least for the Disengaged (n = 119). 

 

RQ3: The comparison of the GPT variants shows pronounced differences in the degree of 
personalization: GPT-4 takes the user information provided more into account compared to GPT-

3.5. For GPT-4, the strongest form of personalization is found for the Critically Interested, followed 
by Sciencephiles, giving answers beginning with e.g., “as someone who values being informed about 

science, you...”. Answers are least targeted to the Disengaged. The quantitative analysis reveals that 
GPT-4 responses are shorter on average (Fig 1) and easier to read (four profiles: M = 23.5) compared 

to GPT-3.5 (four profiles: M = 17.3). GPT-4 responses also contain less academic vocabulary than GPT-
3.5. GPT-4 provides more references overall (n = 416) than GPT-3.5 (n = 248) and does so more 
frequently even when not explicitly asked (n = 116 vs. n = 13). 

 
Conclusion 

This is the first study to analyze how ChatGPT portrays science and targets answers to different 

audiences, which could potentially have detrimental effects on those with skeptical attitudes 

towards science. Of course, this study is limited by analyzing only one AI tool and prompting in 
English, so future research is needed to compare the agency enacted by other AI tools and 

differences across languages, as well as real human-AI interactions and trust in AI tools. 
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How well can ChatGPT replace human coders in quantitative content 

analysis? A case study   

Clarissa Elisabeth Hohenwalde, Melanie Leidecker-Sandmann, Nikolai Promies, 
Markus Lehmkuhl 

Introduction 
The forthcoming annual conference of the Science Communication Division of DGPuK explores the 

impact of generative AI on science communication research. This paper contributes to the discourse 
regarding "the impact of AI on the methodology and methods of science communication research" 
by addressing the question: 

RQ: How well can ChatGPT replace human coders in the quantitative content analysis task of 

identifying and categorizing actor groups? 
 
In communication science, content analysis is one of the most commonly used methods. 

Traditionally, it entails training human coders to classify texts through an extensive and costly 
iterative process based on detailed codebooks (Brosius et al., 2022). Automated coding with large 

language models (LLMs) such as ChatGPT could offer a cost-effective alternative, making studies 
more affordable and scalable for larger data samples, as well as enabling real-time analysis. 

 

Our focus lies on the identification and categorization of actor groups in media coverage. Aligned 

with theoretical frameworks like Habermas (1996), which stresses the need for inclusive public 

debates on relevant issues, we leverage ChatGPT to classify actor groups such as "science", 
"advocacy", "politics" and "other". This assists in addressing questions such as who participates in 
public discourse, ensuring diverse representation, and understanding the evolution of visible actor 

groups over time. 

 

State of Research 

While scholars have suggested potential use cases for LLMs (Argyle et al., 2023; Binz & Schulz, 2023; 

Stokel-Walker & Van Noorden, 2023), their application in social science research remains limited. 

Our study aims to address this gap. Pioneer studies in other disciplines have shown promising 

results in text annotation (Gilardi et al., 2023; Ornstein et al., 2022; Törnberg, 2023; Wu et al., 2023; 
Zambrano et al., 2023). However, a literature review by Ollion et al. (2023) suggests that while LLMs 

like ChatGPT often match human performance, their effectiveness in coding tasks is partial and 
varies based on material, language, and prompt. 

 
Method 
We analyze a German media sample of science related articles, previously coded using named entity 

recognition (NER) combined with manual coding (Buz et al., 2022). We compare Chat-GPT’s 

performance against these codes in four settings (figure 1 and chapter 6.2): First, we employ detailed 
codebooks, initially designed for human research assistants, to prompt ChatGPT (version gpt-3.5-
turbo) in a zero-shot setting for identifying named entities and assigning them to actor groups. In a 

second approach, we optimize prompts by using few-shot learning principles and supplying the 
model with category keywords instead of exhaustive definitions. Thirdly, we integrate ChatGPT into 

a NERC pipeline, involving NER application, article contextualization, and optimized prompt coding. 

In the last setup, we assess whether the newer gpt-4-turbo version enhances results obtained by the 
NERC pipeline with gpt-3.5-turbo.  
The optimized prompt’s development phase involved a small subsample, while the final analysis 

used a distinct sample of 200 articles. 
For settings 1, 2, and 3, we employed the gpt-3.5-turbo version, and for setting 4, we utilized gpt-4-
turbo. To ensure a relatively deterministic result, we set temperature = 0 and topp = 0.5. 
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Figure 1: Procedures used for comparison of ChatGPT’s performance 
 
Results and discussion 

In a multi-class classification problem with imbalanced class distribution, we can evaluate the 

classifier performance using the F-1 score. The proposed NERC pipeline (table 1) exhibits the best 

performance, further enhanced by employing the gpt-4-turbo model, which benefits from an 
expanded vocabulary, aiding in recognizing linguistic nuances. 
 

Codebook Optimized prompt NERC pipeline NERC pipeline 

(gpt-3.5-turbo) (gpt-4-turbo) 

Science .49 .50 .90 .94 

Advocacy .00 .41 .77 .84 

Politics .47 .42 .91 .91 

Others .08 .09 .56 .63 

Table 1: F1-scores for different settings by class 

 
While "science" and "politics" are accurately identified, challenges arise in classifying "advocacy" 

and "other" actor groups. Upon closer examination of the confusion matrices, we find that advocacy 

actors are most commonly misclassified as science (table 2), primarily due to scientists in business 

being categorized as "science", despite the codebook considering them influenced by partial 
interests. Since LLMs operate based on the statistical probability of words occurring within a similar 

context and more science than advocacy related terms co-occur with these actors, teaching 
ChatGPT to discriminate between scientists in academia and scientist in business remains an issue. 

PREDICTED 

Science Advocacy Politics Other 

Science 236 3 2 1 

Advocacy 14 53 0 0 

Politics 2 1 68 3 

Other 8 5 1 15 

Table 2: Confusion matrix for the NERC pipeline (gpt-4-turbo), displaying the number of entities for 

each category 

 
Considering F-1 scores, it is crucial to acknowledge that ChatGPT’s coding is benchmarked against 

manual coding, treated as the gold standard. However, the gold standard itself is not error-free, with 
an intercoder reliability of αKrippendorf = .77 indicating moderate human coder agreement. 

 
Conclusions 
In summary, ChatGPT proves effective in substituting human coders for tasks like classifying 
scientific or political actors. This could prove particularly beneficial when handling extensive or 
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multilingual materials requiring timely coding. For more intricate tasks and for the coding of 

advocacy and other groups, we recommend using LLMs as supportive tools for human coders, 
expediting and reducing content analysis costs. 
 

Our findings indicate that traditional codebook construction methods may be insufficient for LLM 

classification tasks. Researchers are advised to adopt prompt engineering techniques, such as 
providing examples, breaking tasks into subtasks, and constructing specific training pipelines. 
Further research is essential to identify optimal settings for ChatGPT use and determine pipeline 

models and prompting strategies that align with the needs of science communication research. 
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The impact of transparency: A qualitative investigation of LLM-based 

chatbots in science-related information search 

Esther Greussing, Evelyn Jonas, Monika Taddicken 

Since the introduction of ChatGPT, generative AI has emerged as a transformative force, shaping 
how users navigate and access information – including information on science and health 
(Choudhury & Shamszare, 2023). Chatbots based on large language models (LLMs) can make 

scientific topics understandable for diverse audiences (Schäfer, 2023), but concerns exist about their 
potential to convincingly present inaccurate information (Spitale et al., 2023), fostering repeated 
calls for transparency in these systems (Andrada, Clowes, & Smart, 2023). 

While ample research exists on explainable AI in advice and decision-making (e.g., Jiang, 

Kahai, & Yang, 2022), our current understanding of how users perceive transparency in LLM-based 
chatbots that provide science-related information remains limited. Given the pivotal role of 
transparency in science communication (Olesk et al., 2021), this study compares user engagement 

with two prominent chatbots, Open AI’s ChatGPT (version 3.5) and Microsoft’s Bing Chat. This 
comparison is instrumental for uncovering nuanced differences in the way individuals use and 

perceive LLM-based chatbots in the context of science-related information search, considering the 
distinct features they offer. Most notably, while ChatGPT is opaque, Bing Chat indicates 

transparency by displaying the sources of the content presented through linked footnotes, and by 

visibly translating user queries into search phrases. 

 

This study is guided by two research questions: 
RQ1: How do users perceive transparency of LLM-based chatbots when seeking information on science-
related topics? 

RQ2: How does the transparency of LLM-based chatbots impact users' evaluation of the information 

presented? 

The research questions are addressed through qualitative interviews with N=34 participants 

from the general public (52.9 % female, mean age=38.3 years (SD=17.4), 58.8 % have prior 

experiences with chatbots). As part of the interview, each participant engaged first with ChatGPT, 

then with Bing Chat to search for information on two science-related issues: sustainable aviation 

and juice cleanse. The interviews were conducted by the authors from June to August 2023 on-site 
at a German university (average duration approx. two hours). Verbatim transcriptions of the 

interviews were analyzed using a flexible coding approach (Deterding & Waters, 2021). 
 

Our findings shows that in general, participants enjoyed conversing with LLM-based 
chatbots for basic, factual information. Addressing our research questions, a multifaceted 
perception of transparency unfolded. Most prominently, participants reflected on the unclear 

nature of the datasets generative AI operates on, and wished to receive source references for the 

information generated by ChatGPT. Notably, however, for some participants, only the visibility of 
sources on Bing Chat prompted them to reflect on the unclear informational foundation of ChatGPT. 
While Bing Chat did provide source references, participants became aware that these sources span 

a wide spectrum – from journalistic outlets and Wikipedia to corporate websites. For some 
participants, this spectrum raised doubts about the credibility of the content presented, and they 

did not consider Bing Chat useful for research on scientific topics anymore. 

Another facet of transparency surfaced when participants noted that Bing Chat displays the 
translation of user input into a search phrase, resembling the functionality of a search engine. While 
some participants felt confirmed by this, believing that the chatbots "gather something from the 

internet" (interviewee 20), others felt that their own phrasing of a prompt loses significance, leading 
them to question the added value of the dialogical aspect of AI in science-related information search. 
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Transparency regarding the uncertainties of what is known about an issue was another facet 

that emerged. Participants emphasized that the chatbots do not make decisions or offer 
recommendations but present the advantages and disadvantages of a given subject. In particular, 
ChatGPT was discussed for its ability to generate comprehensive responses that weigh different 

perspectives, even without explicit prompting. Some participants viewed this positively, recognizing 

that they might have missed arguments when using a conventional search engine, particularly on 
complex or ambiguous issues. For them, the overview of advantages and disadvantages enhanced 
the perceived transparency of the system. On the other hand, Bing Chat was discussed for its concise 

responses and for clearly stating that information on certain topics is not available – also enhancing 
its perceived transparency. Notably, while ChatGPT's cohesive responses that include aspects that 

were not explicitly requested by the user were appreciated, there was concern that it may create an 
illusion of greater knowledge than is actually available. For some participants, however, Bing Chat's 
concise answers contained too few clues to obtain the desired information through well- chosen 

follow-up prompts. 

 

In essence, this study emphasizes the critical importance of the multifaceted perception and 
role of transparency in generative AI when it comes to retrieving science- related information. Our 
analysis shows that differences in transparency among LLM-based chatbots emerge as noteworthy 
factors influencing user engagement. Most notably, regarding source information, it appears that 

ChatGPT's lack of transparency might not diminish its convincing power; rather, it seems to enhance 
it, contributing to a more effortless and compelling experience. Moreover, our data indicate that 

overall, our participants hold a rather competent view on generative AI for searching for science-
related information, yet this may also reflect an awareness of societal expectations potentially 

inherent in a face-to-face interview. 
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Centralized vs. decentralized science communication in universities: 

Differences in the professional role identities of university communicators in 

various organizational contexts 

Lennart Banse, Kaija Biermann, Monika Taddicken 

In the evolving science communication (scicom) landscape, direct interaction between science and 

the public has become more important. Scientific organizations play a crucial role at the interface 

between science and society (Schwetje et al., 2020). The decline in science journalism resources 
enhances the relevance of actors in Higher Education and Research Institutions (HERIs) in the 

broader scicom system (Barel-Ben David et al., 2020). To fulfill their scicom function, HERIs are 

bolstering their communication structures and staffing (Fürst et al., 2022). This development 

prompts the question of how communicative roles are distributed within HERIs, particularly as new 
actors like individual researchers or research departments are encouraged to engage in scicom. 

Initial studies have quantitatively explored the role conceptions of HERI communicators in 

central press offices (e.g., Volk et al., 2023). However, there’s a gap in understanding their roles in 

internal and external mediation activities across organizations and systems (e.g., science, HERIs, 

society), commonly referred to as “boundary spanning” (Rödder, 2020). Particularly, research on 

professional communicators at decentralized units like faculties and research centers is scarce 
(Ojeda-Romano et al., 2022). With their stronger focus on scicom activities, apparently surpassing 

those in central press offices (Entradas et al., 2023), it’s crucial to examine how they perceive their 
roles and interactions with other communicators within HERIs. Hence, we ask: 

RQ: How do the role conceptions of central and decentral communicators at German 
HERIs differ in regard to their basic functions in scicom? 

 

From April to July 2023, we conducted guided interviews with 29 HERI communicators 
from all HERIs in a large German federal state. Employing purposive sampling (Etikan et al., 2016), 

we ensured representation from each HERI (N = 10), with a focus on both central (n = 16) and 

decentral (n = 13) communicators at different career stages and positions. The sample included 
decentral communicators from various scicom structures like faculties, research centers, Clusters 

of Excellence, and medical school clinics.  
The guide focused on professional self-perception, communication goals, scicom 

practices, autonomy, and factors influencing work and role understanding, aligning with a 

theoretical role framework on subjective role meanings (Kaplan & Garner, 2017). We used thematic 
analysis (Braun & Clarke, 2006) in MAXQDA, employing a deductive-inductive approach. Initial 
categories were established from the interview guide, followed by inductive subcategory 
formation. Two coders coded the main categories, regularly reviewing and refining subcategories. 

One coder then applied the final codebook to the entire dataset. 
Our analysis shows that the interviewees have similarities in their basic role conceptions. 

They argue that they are not strictly science communicators in the sense of scientific content 

creators. Instead, a majority see their role as a structural boundary role in transmitting existing 
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information between science, scientific organizations, and publics. Most interviewees perceive 

themselves in certain sub-roles of this boundary function such as mediators between internal and 
external stakeholders, translators between scientific and public language and logics, and enablers 
supporting others in communicating directly with publics. 

There are also differences between central and decentral communicators in the concrete 

implementation of these structural-functional roles.  Central communicators align closely with the 
entire university and its leadership, with stronger connections to the public and media systems. 
This group divides into leadership, focusing on relationships with the university management as 

well as basic strategic planning at university level, and communication specialists, who see 
themselves in functionally differentiated expert roles for specific academic subject areas or 

communication channels. Decentral communicators identify less with the entire university, 
having closer ties to their sub-organizations. They form stronger networks within the scientific 
system but have less direct contact with public and media, often restricted by guidelines of the 

central communication office. Typically, as the sole communicator in their sub-organization, they 

assume a generalist role, handling a wide array of tasks, balancing service-provider functions and 

strategic advising roles in one person. 
Contrary to prevalent research (Entradas et al., 2023), our study found no clear linkage 

between orientation on “pure” scicom (“Type 1” in Weingart & Joubert, 2019) vs. 
marketing/reputation communication (“Type 2”) based on a central/decentral division. Patterns 

emerged when examining specific decentral structures: communicators in Clusters of Excellence 
were more aligned with scicom, while those in faculties and medical school clinics tended more 

towards marketing. Together with the fact that some central communicators do not see 
themselves in marketing roles at all, this indicates that the distinction of central vs. decentral does 

not necessarily determine a “pure” scicom orientation. Rather, specific organizational contexts 
seem to shape HERI communicators’ role conceptions. 

Overall, our study provides insights into how communicators at HERIs interpret their roles 
at the interface of science, organizational structures, and society. By elucidating decentral 
communicators’ role conceptions in-depth for the first time, our research fills a significant 

research gap in scicom research. Contrary to current research, we found that the central/decentral 

divide appears to be too simplistic. Thus, our study offers a refined understanding of scicom from 
scientific organizations to the public. Future research should further explore the relationship 

between professional roles and organizational contexts, potentially guiding improvements in 

scicom within HERIs. 
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Between brokerage and advocacy – the role of organisations as science 

communicators in the COVID-19 pandemic 

Simone Rödder, Anna-Lena Oltersdorf 

The recent “organisational turn” (Schäfer and Fähnrich 2020) in science communication research 
acknowledges that science communication demands are typically dealt with at the organisational 
level and that organisations shape the social status of science and knowledge to a degree hitherto 

understudied (Rödder 2020). A case in point is the COVID-19 pandemic where in addition to 
numerous visible scientists (Joubert et al. 2023), several organisations took on central roles in 

communicating the science of the pandemic. Chiefly among them – in the German context – were 
the German National Academy of Sciences Leopoldina and the Science Media Centre Germany 

(SMC). 
The Leopoldina engages in public and policy debates by bringing together the views of 

various experts from different disciplines. Since the beginning of the pandemic, the organisation has 

published ten so-called “ad-hoc” statements and one regular statement with recommendations, 
and partly also demands, for political measures in the fight against COVID-19. Politics and the media 

have taken up and, in some cases, controversially discussed these statements. The SMC is a rather 
new addition to the science communication landscapes of many countries aiming to “inject the 
voice  of science” into public and policy debates (Rödder 2015). It provides free 24/7 news services to 

journalists who report about scientific topics and is also instrumental in finding relevant experts. 

During the COVID-19 outbreak, the SMC Germany has established several new formats, including 

virtual press briefings where journalists could interact with scientific experts and published written 
summaries of new scientific publications including short assessments by relevant scientific experts. 

Both organisations thus operate at the boundaries between science, politics and the media, and 
their contributions to science communication during the COVID-19 pandemic resonated broadly, 

such as in the news media. Moreover, both organisational actors possibly decouple the 

communication of and trust in science from individual scientists and unite it under the roof of their 

respective organisations. This calls attention to these organisations’ strengths in crisis 

communication as well as possible (unintended) consequences, such as the definition of criteria 
applied to expert selection, dealing with various, and possibly conflicting, disciplinary knowledge 
bases as well as the handling of more than one scientific consensus that may result from debates in 

different expert committees. In academic research, however, these organisational actors are 
understudied so far, with a few current exceptions for the SMC Germany (Rödder 2020; Broer 2020; 
Broer and Pröschel 2022) and the Leopoldina (Beck and Nardmann 2021). The relevance of this 

research is emphasized by controversial public debates especially regarding the role of the 

Leopoldina in the context of the COVID-19 crisis (e.g., Hirschi 2021). We aim to contribute to the 
growing field of organisational science communication studies by asking how exactly the 
Leopoldina and the SMC Germany engaged in science communication during the COVID-19 crisis 
and what difference they made in the public debate from the perspective of staff members, 

researchers, and media professionals. 

To address this research question, we combine three methodological approaches: 
1. First, we qualitatively analyse the media presence of the Leopoldina in the period from 

March 2020 to February 2022 in the print and online editions of six influential German- 

language media (BILD, WELT, SZ, SPIEGEL, ZEIT and FAZ). We focus on the question of how 
the Leopoldina and its statements were presented in the media – e.g., concerning the role 

they played for pandemic policies. 

2. Second, the content of the Leopoldina’s statements as well as the products, which the SMC 
Germany offered to journalists during the pandemic, are qualitatively analysed – e.g., 
regarding the presentation of scientific evidence. 

3. Third, we conduct problem-oriented expert interviews with researchers, media 
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professionals and staff members involved with one or both organisations, focused on the 

requirements of science communication during the pandemic. 

This mixed-methods empirical study aims to gain insights into the conditions that facilitated or 
impeded science communication about COVID-19. Moreover, it aims to compare organisational 

science communication with the communication by individual researchers who are visible in the 
media and active in scientific policy advice. 

 

Our initial results indicate how existing typologies on the role of individual scientists in politics 
could be adapted to organisational actors. Speaking with Pielke (2007), it seems almost impossible 

for organisational actors to act as honest brokers – the ideal type in his typology – in a situation of 
crisis. This is due to the temporal restrictions in a crisis, calling for fast political decisions while the 

science is uncertain, as well as the numerous requirements connected to the role of honest broker. 
By combining results from the media and document analysis with the interview data in the further 

course of the study, we strive to assess how the establishment of organisational actors affects the 

fundamental communicative challenges between science, media and politics. 
 
In our talk, we will present initial results of our study and place them in the context of debates 

on challenges of science communication in the COVID-19 pandemic specifically. Thereby, we strive 

to contribute to the timely as well as challenging scholarly reflection of the COVID-19 crisis. More 

generally, we will discuss the results in the context of debates on the role of organisations in science 
communication and thereby contribute to this field of research. 
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From labs to politics: A mixed-methods study on researchers’ participation in 

political debates 

Nils Bienzeisler, Senja Post 

Challenges, such as the loss of biodiversity and the COVID-19 pandemic, demonstrate how 
difficult it is to align science with politics. This alignment becomes particularly complex when 
uncertainty and urgency intersect (Scheufele, 2014). During the pandemic, the engagement of 

scientists has provoked pivotal debates about the proper involvement of researchers in political 
decision-making (e.g., Bogner, 2021). A central claim is that scientists have transformed into political 
actors harboring their own ambitions in political controversies. To the best of our knowledge, there 
has been limited exploration of this claim, with only a few exceptions (e.g., Alinejad & van Dijck, 2022; 

Besley & Nisbet, 2013; Post & Ramirez, 2018). Therefore, the purpose of this study is to explore if 
scientists dissociate themselves from political decision making or neglect this distinction. In this 
pursuit, we employ a mixed-methods design combining surveys and qualitative interviews with 

scientists engaged in pandemic and biodiversity research. 
 

Background 
Scientists are judged as especially trustworthy when evaluating matters (Kotcher et al., 

2017). This leads researchers to distinguish themselves from other actors and requires them to 

embrace normative assumptions, such as being disengaged, impartial, and knowledgeable 

(Jasanoff, 1994, p. 12). Researchers who view their knowledge as irrelevant are probably less likely 

to share their expertise. Furthermore, to earn trust, they should aim for independence and practice 
restraint (cf. Lupia, 2013). However, these expectations conflict with scientists becoming visible 
political actors, challenging the traditional boundaries between scientific inquiry and political 

advocacy (Biermann et al., 2023). This contradiction prompts us to explore how scientists navigate 

their roles in science and politics. If our assumptions hold true, researchers could be differentiated 

into latent groups based on their dissociation from political controversies. 

 

Methods 

We surveyed N = 349 scientists from Germany who published medical (RR = 12.6%) or 

ecological papers (RR = 28.7%). Participants were asked to define their concept of expertise, rating 
a) their involvement b) neutrality, and c) epistemic authority in political debates. Subsequently, we 

interviewed a subsample of n = 24 participants that agreed to a follow-up interview in depth. The 
interviews were coded to align with the survey dimensions. We applied a latent profile analysis (LPA) 

with model specifications validated by sensitivity analyses and theoretical alignment evaluation, 
ensuring robust group identification. Last, we linked interviewees with class assignments. 

 

Results 

The initial qualitative results show a diverse range of perspectives among scientists in 
pandemic and biodiversity research. Many viewed neutralities as key to good science. They generally 
agreed on using their expertise to guide societal debates. However, there was less agreement on 

directly engaging in political activism, indicating a tendency to maintain a distance from political 
controversies. 
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Figure 1: 

Estimated Group Means 

 

Note: The figure displays estimated group means for involvement (first three items), neutrality (middle three), 

and authority (last three); item texts in the graph are abbreviated. 

 

The LPA shows that scientists can be grouped based on their concept of expertise. The model 
differentiating four groups of scientists was chosen as optimal (AIC = 11204.40, BIC = 11388.19, 

Entropy ≥ 0.80) separating a moderate group (36.5%) showing average agreement to items 
measuring involvement, neutrality, and epistemic authority, a reserved group (7.6%) preferring non-
involvement in political controversies, a strategic group (30.9%) high in agreement on epistemic 

authority and neutrality, and an active group (25.0%) showing strong involvement (cf. Figure 1). A 
multinomial regression analysis elucidated membership to groups with distinct characteristics: the 

active group was more progressive and saw advocacy as their task, the strategic group comprised 

individuals with higher seniority, and the reserved group was predominantly female (cf. Table 1). 
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Table 1: 

Multinomial Logistic Regression of Group Membership 

 Reserved Strategic Active 

Progressivity .821 .996 1.645** 

External Efficacy 1.052 .931 1.201 

Internal Efficacy .790 1.146 1.175 

Task to Influence .809 1.068 1.455** 
Task to Research 1.132 1.513* 1.164 
Seniority .563 3.154*** 1.860 

Female 2.527* 1.695 .586 
Biodiversity Research 1.104 .568 .778 

Note: N = 340, Nagelkerke Pseudo R2 = .244. The table displays Exp(B) estimates of a multinomial 

logistic regression model for group membership. The reference category is the moderate profile; *** 
p < .001, ** p < .01, * p < .05. 

 

The subsequent qualitative analysis corroborated the group characteristics identified in the 
LPA, with one example being the active group, whose members were more often engaged in political 
actions and more likely to utilize their authority for advocacy than others, aligning with their profile 

in the quantitative analysis. Additionally, the five interviewed members of the active group 

perceived activism as a viable option for enacting change. 

 
Conclusion 

The study demonstrates that scientists exhibit varied approaches to engaging with political 

debates. Scientists fulfill various latent roles in political controversies, ranging from reserved 
observers to activist voices. The insights gained highlight the importance of recognizing and 

fostering scientists’ awareness of their potential impact on political decision-making. Practically, 
this calls for enhanced training and guidelines to help scientists navigate their involvement in 

political debates, ensuring their contributions are both impactful and ethically sound. 
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Witnessing online harassment against scientists: Effects on scientists and 

public perceptions of science 

Jana Laura Egelhofer, Christina Seeger, Alice Binder 

Scientists who publicly speak out are increasingly affected by hate and harassment (Global Witness, 
2023; Nogrady, 2021). Such incidents are growing more frequent, particularly on social media, which 
are increasingly vital for digital science communication (Neuberger et al., 2021). Despite the growing 
concerns surrounding the heightened hostility directed towards scientists, there exists a dearth of 

systematic research on its effects. Initial investigations have shed light on the detrimental 
consequences for the psychological well-being of affected scientists (Global Witness, 2023; Gosse et 
al., 2021; Nogrady, 2021). However, the amplified visibility of harassment through social media may 
also yield consequences – for (1) scientists who are not directly affected and (2) public perceptions 

of scientists. Yet, to the best of our knowledge, there is no study to date testing the effects of 

witnessing harassment against scientists. Therefore, we report the findings of two preregistered 
experiments investigating the impact of observing online harassment against scientists. 

 
Hypotheses Study 1: Effects on scientists 

As mentioned, previous survey and interview studies indicate that direct experiences with 

harassment, i.e., being targeted themselves, have adverse implications for scientists' emotional 
well-being and may instigate a 'chilling effect,' deterring them from participating in future public 
outreach (Global Witness, 2023; Nogrady, 2021). Intriguingly, concerns have been raised that indirectly 

experiencing harassment, i.e., witnessing fellow scientists being harassed online, could yield similar 
effects on observing scientists (Nogrady, 2021). Consequently, we examine whether exposure to 

online harassment of scientists leads to negative emotions (H1.1), an increased perceived risk of 
harassment for oneself (H1.2), and a 'chilling effect' on their willingness to engage in future 

science communication (H1.3). Moreover, affected scientists fear negative effects on their 

reputation and trustworthiness (Global Witness, 2023, p. 5). Therefore, we explore whether exposure 

to online harassment has a negative effect on the perceived trustworthiness of the harassed 
scientists (RQ1.1). 

 

Hypotheses Study 2: Effects on public perceptions of scientists 

Drawing from existing research that highlights the detrimental impact of uncivil and hostile 
comments on the trust and credibility of news media and their coverage, known as the ‚nasty effect’ 
(Anderson et al., 2014), we posit that online harassment of scientists may exert a similar influence on 

trust in scientists and the information they provide. Therefore, we test whether exposure to 

harassment has a negative effect on the perceived trustworthiness of harassed scientists (H2.1) as 

well as the credibility of a scientific claim made by them (H2.2). 
Moreover, concerns have been expressed regarding the potential negative impact of growing 
hostility towards scientists on public perceptions of scientists in general (Valiverronen & Saikkonen, 

2021, p. 9). Thus, we also investigate whether exposure to harassment has negative effects on general 
trust in scientists (H2.3). Additionally, we take into account the moderating role of science-related 

populism (Mede & Schäfer, 2020). Given the negative relationship between science-related populist 
attitudes and trust in science (Eberl et al., 2023), we anticipate that these attitudes will moderate the 

effects in H2.1-3 (H2.4). 
 
Method 

To test our hypotheses, we conducted two preregistered experimental studies that followed the 
same experimental design. In both studies, participants were exposed to two social media postings 
by two different scientists who shared information about a media interview. In the experimental 

conditions, these postings were accompanied by two user comments each, including harassment 
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targeting both the scientists’ credibility and physical attractiveness. In the control conditions, 

participants saw only the original postings without comments. 
The first study, focusing on the consequences for scientists, was conducted with a sample of German 
and Austrian scholars from various disciplines (N = 860). The second study, focusing on the 

consequences for public perceptions of scientists, was conducted with a representative sample of 

German citizens (N = 1,307). 
 
Results 

Study 1 (Scientists): Preliminary results indicate that exposure to harassment leads to stronger 
negative emotions (H1.1) and heightened perceived risk (H1.2). However, it has no effect on 

willingness to engage in outreach (H1.3). Furthermore, we find a very small positive effect on the 
trustworthiness of harassed scientists (RQ1.1). 
Study 2 (Public): Initial results suggest that exposure to harassment has a negative effect on citizens’ 

perceived trust in the harassed scientists (H2.1). However, there is no effect on the perceived 

credibility of a scientific claim made by these scientists (H2.2), and no effect on trusting scientists in 

general (H2.3). Regarding H2.4, science-related populist attitudes moderate the effect on trust in the 
harassed scientist, though no significant interaction effect is observed for claim credibility and 
general trust in scientists. 

 
Conclusion 
Our findings have several implications for scientists, science communication, and public 

perceptions of scientists. First, we show that not only direct but also indirect experiences with 
harassment have consequences for scientists' well-being (negative emotions, heightened risk 

perception). Encouragingly, our study does not reveal a 'chilling effect' of witnessing harassment on 
science communication. Interestingly, scholars perceive harassed scientists as slightly more 

trustworthy. However, when turning to the general public, there are indications of a ‘nasty effect’ of 

harassment on the perceived trust of targeted scientists, though no discernable effects on general 

trust in scientists. 

 

References 
Anderson,  A. A., Brossard, D., Scheufele, D. A., Xenos, M. A., & Ladwig, P. (2014). The “Nasty Effect:” Online Incivility and Risk 

Perceptions of Emerging Technologies: Crude comments and concern. Journal of Computer-Mediated 

Communication, 19(3), 373–387. https://doi.org/10.1111/jcc4.12009 

Eberl, J.-M., Huber, R. A., Mede, N. G., & Greussing, E. (2023). Populist attitudes towards politics and science: How do they 

differ? Political Research Exchange, 5(1), 2159847. https://doi.org/10.1080/2474736X.2022.2159847 

Global Witness. (2023). Global Hating. How online abuse of climate scientists harms climate action. 

https:///en/campaigns/digital-threats/global-hating/ 

Gosse, C., Veletsianos, G., Hodson, J., Houlden, S., Dousay, T. A., Lowenthal, P. R., & Hall, N. (2021). The hidden costs of 

connectivity: Nature and effects of scholars’ online harassment. Learning, Media and Technology, 46(3), 264–

280. https://doi.org/10.1080/17439884.2021.1878218 

Mede, N. G., & Schäfer, M. S. (2020). Science-related populism: Conceptualizing populist demands toward science. Public 

Understanding of Science, 29(5), 473–491. https://doi.org/10.1177/0963662520924259 

Neuberger, C., Weingart, P., Fähnrich, B., Fecher, B., Schäfer, M. S., Schmid-Petri, H., & Wagner, G. G. (2021). Der digitale 

Wandel der Wissenschaftskommunikation. 

Nogrady, B. (2021). ‘I hope you die’: How the COVID pandemic unleashed attacks on scientists. Nature, 598(7880), 250–

253. https://doi.org/10.1038/d41586-021-02741-x 

Valiverronen, E., & Saikkonen, S. (2021). Science communicators intimidated: Researchers’ freedom of expression and 

the rise of authoritarian populism. Journal of Science Communication, 20(04), A08. 

https://doi.org/10.22323/2.20040208 

https://doi.org/10.1111/jcc4.12009
https://doi.org/10.1080/2474736X.2022.2159847
https://en/campaigns/digital-threats/global-hating/
https://doi.org/10.1080/17439884.2021.1878218
https://doi.org/10.1177/0963662520924259
https://doi.org/10.1038/d41586-021-02741-x

